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1
Decision/action requested

The group is asked to approve the proposal.
2
References

[1]
3GPP TR 28.809: “Study on enhancement of Management Data Analytics (MDA)”

3
Rationale

With the development of network scale, the network complexity and the number of alarms are increasing rapidly. In 5G network, millions of alarms are generated every day. Due to the topological relations between different network elements and logical relations between different generated alarms, multiple alarms are correlated with each other caused by same reasons. In addition, the alarms may give rise to network performance deterioration.
To improve the efficiency of network operation and maintainence, the MDAS producer is able to provide the analytical result including the root alarm or root cause by correlate and group the related alarms and performance measurements into an alarm incident. 
This contribution proposes the use case, requirements and potential solution for alarm incident detection.
4
Detailed proposal

This contribution proposes to make the following changes in [1].

	1st Change


2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
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3GPP TS 28.533: "Management and orchestration; Architecture framework".

[4]
3GPP TS 28.530: "Management and orchestration; Concepts, use cases and requirements".

[5]
3GPP draft TR 28.861: "Study on the Self-Organizing Networks (SON) for 5G networks".

[6] 
3GPP TR 28.805: "Study on management aspects of communication services".

[7]
3GPP TS 28.554: "5G end to end Key Performance Indicators (KPI)".
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	2nd Change


6
Use cases, potential requirements and possible solutions
6.X
Fault management related issues
6.X.1
Alarm incident analysis
6.X.1.1
Use case

In 5G network, millions of alarms are generated due to the network complexity. Since the topological relations between different network elements and logical relations between different generated alarms, a series of alarms caused by a same root cause should be correlated with each other. In addition, the alarms may give rise to network performance deterioration. For example, an alarm in a lower layer of the communication protocol stack may cause multiple alarms in higher layers. Sequence of alarms may be generated in multiple domains along a communication link if one fault in the source domain occurs. 
Large amount of alarms or even false alarms brings difficulties in network operation and maintainence. Therefore, root cause should be analysed and detected. Some ML modellings and algorithms may be used to group or filter the correlated alarms and indicate the root cause. Also, the historical alarms, performance measurements and network topology data can be utilized as the foreknowledges. 
To improve the efficiency of network operation and maintainence, the MDAS producer is able to provide the analytical result including the root alarm or root cause by correlate and group the related alarms and performance measurements into an alarm incident. 

6.X.1.2
Potential requirements

REQ-ALARM_MDA-01:
The MDAS producer shall have the capability to correlate the relevant alarms and performance measurements with certain alarm incident.

6.X.1.3
Possible Solutions

6.X.1.3.1
Potential outputs

The producer of the MDAS allows the MnS consumer to subscribe to the analysis report for alarm incident analysis. Following table provides the potential contents of the analysis report.
 Table 6.X.1.3.1-1: Potential analysis report for alarm incident 
	Attribute name
	description

	Alarm Incident Info
	The alarm incident id or name for correlated alarms and performance measurements, e.g., NgU transmission alarm incident.

	List of Correlated AlarmInfo
	List of Alarm name or alarm ID, e.g., alarm of NgU setup, alarm of userplane link failure, alarm of userplane failure, alarm of cell outage.

	List of Correlated performance measurements info
	Performance measurements and the corresponding value, e.g, NgU handover failure rate, NgU setup failure rate.

	AlarmSource
	Alarm source, e.g., NgU Interface

	Occurrence Time
	The occurrence time of alarm incident

	Root cause
	Root alarm identified or predicted by root cause decision model, e.g. alarm of NgU setup


6.X.1.3.2
Potential inputs
Alarm data and performance measurements from correlated logical and physical resources are able to be utilized as inputs for the producer of MDAS to perform the alarm incident analysis. The data listed in following table are the potential inputs to construct the alarm incident.

Table 6.X.1.3.2-1: Potential inputs for alarm incident analysis
	Input Data
	Data Type
	description

	AlarmList
	Fault Data
	List of correlated Alarm inforamtion, see clause 11.2.2.1.3.1 and clause 11.2.2.1.3.2, TS 28.532[y].

	Performance Measurements 
	Measurement Data
	Performance measurements for network functions, see clause 5, TS 28.552 [8]

	AlarmSource
	Resource Data
	Physical resource such as boards, physical ports;
Logical resources such as logical nodes, logical links, see clause 4.3, TS 28.541[x].

	Network  and service topology
	Topology Data
	Physical network topology, logical network topology, and service network topology related data.


Editor’s Notes: The data above may not be the complete list for alarm incident detection, other types of management data may also be utilized.
	End of changes


