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1
Decision/action requested

The group is asked to discuss and approve the proposals.
2
References

[1] 
3GPP TR 28.861 v1.0.0 “Study on the Self-Organizing Networks (SON) for 5G networks”
3
Rationale
This contribution proposes cleanups to TR 28.861 [1].
4
Detailed proposal

	1st modified section


4.1
SON concepts

4.1.1
Introduction

3GPP management system includes 3GPP Cross Management Domain and Management Domain.
Based on the location of the SON algorithm, SON is categorized into centralized SON (i.e. Cross Domain-Centralized SON, Domain-Centralized SON), distributed SON and hybrid SON.

The SON algorithm is not standardized by 3GPP.

Following figure illustrates the overview of SON Framework.
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Figure 4.1.1-1 SON Framework
4.1.2
Centralized SON

4.1.2.1
Introduction

3GPP management system includes 3GPP Cross Management Domain and Management Domain.
The centralized SON (C-SON) means the SON algorithm is located in the 3GPP management system. The centralized SON concept has been defined for LTE in TS 32.500 [2].

For centralized SON, the 3GPP management system monitors the networks via management data (see NOTE 1), analyzes the management data (i.e., by management data analytics), makes decisions on the SON actions, and executes the SON actions towards the networks.

NOTE 1: the management data may vary for different the SON cases. For example, for automated creation of NSI, NSSI and/or NFs related cases, the management data may be SLA requirements received from service management layer; for automated optimization related cases, the management data may be performance measurements of the networks; for automated healing related cases, the management data may be alarm information of the networks. The management data is to be specified case by case.

The monitoring, analysis, decision and execution process also applies to monitoring the result of already executed SON actions, evaluating the results (by analyzing the historical and current management data), making decisions on new SON actions (which may move forward or backward of the prior actions), and the executing the new SON actions.
As presented at the Figure 4.1.2-1, 3GPP management system is monitoring and executes SON actions in and across multiple network domains such as RAN and Core. 
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Figure 4.1.2-1 C-SON view 

Centralized SON has two variants:

-
Cross Domain-Centralized SON: SON solution where SON algorithms are executed at 3GPP Cross Management Domain Layer. 

-
Domain-Centralized SON: SON solution where SON algorithms are executed at Management Domain layer.

4.1.2.2
Cross Domain-Centralized SON
The Cross Domain-Centralized SON means the SON algorithm is located in the 3GPP Cross Management Domain layer.
For Cross Domain-Centralized SON, the 3GPP Cross Management Domain monitors the networks via management data, analyzes the management data, makes decisions on the SON actions, and executes the SON actions.

4.1.2.3
Domain-Centralized SON
The Domain-Centralized SON means the SON algorithm is located in the Management Domain layer. 

For Domain-Centralized SON, Management Domain monitors the networks via management data, analyzes the management data, makes decisions on the SON actions, and executes the SON actions.
3GPP Cross Management Domain is responsible for management and control of the Domain-Centralized SON Functions. The management and control may include switching on/off a Domain-Centralized SON function, making policies for a Domain-Centralized SON function, and/or evaluating the performance of a Domain-Centralized SON function.
4.1.3
Distributed SON

The distributed SON means the SON algorithm is located in the NFs. The distributed SON concept has been defined for LTE in TS 32.500 [2].

For distributed SON (D-SON), the NFs monitors the network events, analyzes the network data, makes decisions on the SON actions and executes the SON actions in the network nodes.

The 3GPP management system is responsible for management and control of the D-SON functions. The management and control may include switching on/off a D-SON function, making policies for a D-SON function, providing supplementary information (e.g., the value range of an attribute) to a D-SON function, and/or evaluating the performance of a D-SON function.
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Figure 4.1.3-1 D-SON view 


4.1.4
Hybrid SON

The hybrid SON (H-SON) means the SON algorithm is partially located in the 3GPP management system and partially located in the NFs. The hybrid SON concept has been defined for LTE in TS 32.500 [2].

The 3GPP management system and NFs work together, in a coordinated manner, to build up a complete SON algorithm. The decisions on SON actions may be either made by 3GPP management system or NFs, depending on the specific cases.

As presented at the Figure 4.1.4-1, the centralized SON component is monitoring and executes SON actions in and across multiple network domains such as RAN and Core. 
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Figure 4.1.4-1 H-SON view

4.1.5
Management Data Analytics Service and SON functions

Management data analytics for 5G networks have already been defined in [15] and also by other specifications including [16] and [17]. It utilizes both management and network data collected through management services and from network functions (including e.g. service, slicing and/or network functions related data) and makes the corresponding analytics based on the collected information. These analytics services (i.e., MDAS) can be made available and consumed by other management and SON functions. Figure 4.1.5-1 gives a high level illustration of potential interaction and utilisation of the MDAS. 

[image: image5.emf]Management Data 

Analytics 

(MDAF)

Network 

Functions

NF

MF

SON 

Functions

SON

Management  

Functions


Figure 4.1.5-1 Management Data Analytics Service and SON functions

It is therefore important that the following concept is observed and considered for the development of use cases and requirements, i.e.
· SON functions may utilise the services provided by the management data analytics (i.e., MDAS) to conduct their functionalities and control actions.

Note: other potential interactions between the entities are not shown in the diagram in Figure 4.1.5-1 above.

4.2
Human intervention of SON

4.2.1
Introduction

The full automation of SON is desirable to maximally reduce the operating expenditure (OPEX) of the networks, and to achieve the fastest reaction to the network issues.
However, any improper SON action (e.g., modification of the networks) may cause significantly negative impact to the networks, for instance downgrade of the user experience. Therefore, the consumer (e.g., network operator) may need to build the confidence about the SON functions step by step before allowing the SON process to run fully autonomously, thus human intervention of the SON process needs to be allowed.

Based on whether the SON process is intervened by the consumer, the SON process is categorized to open loop process and closed loop process.

4.2.2
Open loop
The SON process with human intervention is the open loop process (see TS 32.500[2]). Therefore, the open loop SON process is semi- autonomous.

In the open loop SON process, the consumer (e.g., network operator) may pre-define some stop points and the SON process will stop at each pre-defined stop point. Based on the status of the SON process at each stop point, the consumer may decide to resume the SON process or cancel the SON process. The consumer may also make some adjustment to the networks, besides the resumption or cancellation of the SON process. 
4.2.3
Closed loop

The SON process without human intervention is the closed loop process (see TS 32.500[2]) and thus fully autonomous. Human intervention is only possible in case of exceptions. 

4.2.4
Open loop and closed loop transition

The consumer may need to transit a SON process from open loop to closed loop if sufficient confidence has been built; vice-versa, the consumer may transit a SON process from closed loop to open loop if the human intervention is required to gain more trust.
4.3
Legacy SON Functions

4.3.1
Self-establishment of 3GPP NF, including automated software management

For LTE, the self-establishment SON function has been defined for eNB in TS 32.501 [3].
This concept may be applicable to 5G: the 3GPP NF or its components (e.g., gNB-DU) including NG-RAN and 5GC NFs, is automatically established, when it is powered up and connects to the IP network. As a part of self-establishment, the 3GPP NF or its components is also automatically connected to the network and provided with initial configurations.

For 5G, some phases of the self-establishment (e.g. self-configuration, Multi-Vendor Plug and Play eNB connection to network) may be implemented in other types of 3GPP NFs (not only the Base Stations).

4.3.2
Automatic Neighbour Relation (ANR) management (including automatic X2 and Xn setup)

The neighbour relations, including intra-5G neighbour relations and inter-RAT neighbour relations, are automatically established by the gNB and the management system.
The ANR management concept defined for LTE in TS 32.511 [7] may be applicable to 5G.
For NG-RAN, the ANR functionality is specified in TS 38.300 [13], TS 38.331 [6] and TS 38.423 [11].The ANR management concept defined for LTE in TS 32.511 [7] may be applicable to 5G.
There is related study TR 37.816 [12].


4.3.3
PCI Configuration

The PCI is to be automatically assigned to an NR cell by the gNB DU and the management system.
The framework for PCI selection defined for LTE in TS 36.300 [8] (see clause 22.3.5) may be applicable to 5G.
There is related study TR 37.816 [12].


4.3.4
Automatic Radio Network Configuration Data Handling
The concept of automatic radio configuration data (ARCF) handing for eNB defined in TS 32.501[3], including ARCF data preparation, ARCF Data Transfer and ARCF Data Validation, may be applicable to 5G. Whether the detailed ARCF data for eNB can be applied for gNB needs to be revisited.
4.3.5
Load Balancing Optimization 

The objective of LB is to automatically distribute cell load evenly among cells or to transfer part of the traffic from congested cells, by means of optimizing the intra-RAT and inter-RAT mobility parameters.
The LB concept and mechanism defined for LTE in TS 28.628 [9] and TS 36.300 [8] may be applicable to 5G.
There is related study TR 37.816 [12].


Actions undertaken through the LB mechanism may have impact on the Virtual Network Functions’ and/or network slices’ load and resources. The LB mechanism defined for LTE with its uni-dimensional perspective on resources needs to be enhanced in 5G to address or account for such effects.
4.3.6
Inter-Cell Interference (Interference coordination)

Inter-cell interference coordination is to optimize use of radio resources to ensure that inter-cell interference is kept under control. ICIC mechanism defined for LTE in TS 36.300 [8] includes a frequency domain component and time domain component. ICIC is inherently a multi-cell RRM function that needs to take into account information (e.g. the resource usage status and traffic load situation) from multiple cells.

The ICIC concept defined for LTE in TS 36.300 [8] may be applicable to 5G.

4.3.7
RACH Optimization (Random Access Optimisation)

The RACH parameters, for example listed in the following, are optimized automatically to achieve a better performance for UE random access.

-
RACH configuration (resource unit allocation);

-
RACH preamble split;

-
RACH back-off parameter value;

-
RACH transmission power control parameters.

The RACH optimization concept defined for LTE in TS 36.300 [8] may be applicable to 5G.
There is related study TR 37.816 [12].


4.3.8
Centralized Capacity and Coverage Optimization

The CCO is to automatically optimize the coverage and capacity for radio networks, with the consideration of trade-off between them. The CCO concept was defined for LTE in TS 28.627 [18] with the targets and parameters to be optimized specified in TS 28.628 [9] and the NRM support in the TS 28.658 [19].

The concept may be applicable to 5G, however the functions specific to 5G radio technology (e.g., beam management) need to be taken into account.

4.3.9
Self-healing

The concept of Self-healing for LTE NE described in TS 32.541[14] may be applicable to 5G NE (including 5GC and NG-RAN NE).

4.3.10
SON coordination

Some SON functions eventually affect the same network parameters, thus these SON functions need to be coordinated to prevent or resolve the conflicts.

The SON coordination concept defined for LTE in TS 28.628 [9] may be also applicable to 5G, however the new 5G SON functions and the 5G specific network parameters affected by the 5G SON functions need to be taken into account.
The SON coordination (as defined for LTE) does not account for multiple network aspects e.g. virtualization or slicing. Functionality for multi-aspect views of the network requires new services to be defined.
4.3.11
SON for AAS-based Deployments

SON for AAS-based deployments was specified for LTE and is documented in 28.627 [18] and 28.628 [9]. Its purpose was to create a framework for splitting and merging cells, as well as for changing cell configuration (cell shaping.)

The NR beamforming will be able to take over the role of cell splitting and cell merging. Cell shape changes, in LTE SON for AAS-based deployments manifested by changing handover and similar parameters, is in NR primarily handled by the SON function CCO.
4.3.12
Trace and MDT

Trace and the reporting of Trace data as it refers to subscriber tracing and equipment tracing. Trace also includes the ability to trace all active calls in a cell or multiple cells. Trace records control signalling information for specified interfaces.

The trace function is specified in Rel-15 for NR.

MDT is collecting UE measurements either when the UE is in active or idle mode. Information can be collected either on individual basis or for UEs in a specified area.

The concept of MDT, defined in the TS 37.320 [21], may be applicable to 5G.
There is related study TR 37.816 [12].


4.3.13
Mobility Robustness Optimisation

The MRO is to automatically detect and solve the problems relate to the intra-5G and inter-RAT mobility, which include (but not limited to):

-
Too early handover;

-
Too late handover;

-
Handover to wrong cell;

-
Unnecessary handover;

-
Ping-pang handover.

The MRO concept and mechanism defined for LTE in TS 28.628 [9] and TS 36.300 [8] may be applicable to 5G.
There is related study TR 37.816 [12].


4.3.14
Energy Saving Management

4.3.14.1
General

There is related study TR 37.816 [12].


4.3.14.2
Intra-5G Energy Saving in 5G networks

For energy saving purpose, in an off-peak-traffic situation, some functions of an NR cell or a NF are powered-off or restricted in resource usage in other ways, whereas the cell or NF is still controllable, and the coverage or capacity of the energy saving cell or NF is taken over by other NR cells or NFs.

The intra-RAT Energy Saving scenarios defined for LTE in TS 32.551 [10] are is also applicable to 5G, with the consideration that the RAT is for 5G instead of LTE.

4.3.14.3
Inter-RAT Energy Saving

For energy saving purpose, in an off-peak-traffic situation, some functions of an NR cell or a NF are powered-off or restricted in resource usage in other ways, whereas the NR cell or NF is still controllable, and the coverage or capacity of the energy saving cell or NF is taken over by the cells or NFs of another RAT.

The inter-RAT Energy Saving scenarios defined for LTE in TS 32.551 [10] are is also applicable to 5G, with the consideration that the cell for energy saving is of 5G instead of LTE.
4.3.15
(Distributed) Capacity and Coverage Optimization
There is related study TR 37.816 [12].
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5.3
Automatic Neighbour Relation (ANR) management (including automatic X2 and Xn setup)
5.3.1
Introduction

ANR is defined by RAN3 in section 5.3.3 of 38.300 [13] and resides in the gNB. Typically, it runs continually from the deployment of the gNB. When ANR discovers a new Neighbour Cell Relation (NCR) candidate, either for an intra-NR cell or for an LTE cell, it adds the NCR to its internal list of NCRs and sets up an Xn connection to the neighbour gNB, or an Xn connection to the neighbour ng-eNB, or an X2 connection to the neighbour en-eNB. NCRs that have not been used for handovers after a certain time are removed by ANR.

 In some cases, an NCR needs to be prohibited, or enforced. 
5.3.2
Pre-conditions

5G NR cells are in operation.

The ANR function is active in gNBs.

The NG-RAN and the provider(s) of the NG-RAN provisioning management service is deployed and active. 

5.3.3
Description

The default configuration for a newly deployed gNB is for the ANR function in a gNB to be active for all its cells. As ANR might not be wanted for a cell in a gNB, the ANR function can be switched off for that cell.

The ANR function, residing in the gNB, automatically adds NCRs to the internal list of NCRs. It also has the ability to remove an NCR, for example when the NCR has not been used for handover for a certain amount of time. The MnS producer has the possibility to send notifications when an NCR has been added. The MnS consumer, receiving this notification might find out that this NCR is not wanted. In this case, the MnS consumer can blacklist that NCR. Blacklisting consists of marking the NCR as not to be used for handover and marking it sticky, i.e. the ANR function will not time out and not remove the NCR. 

Conversely, the MnS consumer might find that the ANR function fails to add a wanted NCR. In this case the MnS consumer can whitelist that NCR. Whitelisting consists of creating the NCR from the MnS consumer, marking it to be used for handover and marking it sticky, i.e. the ANR function will not time out and not remove the NCR. 

 The MnS producer also lets the MnS consumer read the list of NCRs, the whitelist and the blacklist.

5.4
Automatic Neighbour Relation (ANR) optimization
5.4.1
Goal

The goal is to optimize the Neighbour Cell Relations (NCRs) configured at the NG-RAN node.

5.4.2
Pre-conditions

The NG-RAN and the provider(s) of the NG-RAN provisioning management service and NG-RAN PM service are deployed and active. 

The ANR optimization function is deployed and active. It is a consumer of NG-RAN provisioning management service and also it is subscribed to the PM measurements related to mobility management and the RLF/RCEF reports. The measurements may include such performance indicators as statistics of failed / dropped RRC connections, handover failures etc.

5.4.3
Steps 

The ANR optimization function optimizes the NCRs in the following ways:
1. The ANR optimization function gets the geographical data and terrain data of the NR cells from a data source (such as radio planning tool), and consumes the NF provisioning management service to get the configuration parameters of the NR cells. The ANR optimization function analyses the received data and determines to add or blacklist one or more NCRs.
2. The ANR optimization function monitors the performance (e.g. failed / dropped RRC connections, handover failures, RLF/RCEF reports, etc) of the NCRs of the NR cells . Based on the performance of the NCRs, the ANR optimization function may decide to blacklist one or more NCRs.
This Use Case ends when the NG-RAN cells are taken out of service or when the ANR optimization function is stopped.

5.5
PCI Configuration

5.5.1
Introduction

Each gNB is assigned a PCI (Physical-layer Cell ID) that is broadcast in PSS (Primary Synchronization signal) and SSS (Secondary Synchronization signal). When an UE receives PSS and SSS to acquire time and frequency synchronization, it also obtains the PCI that is used to uniquely identify an NR cell. There are 1008 unique PCIs (see clause 7.4.2 in TS 38.211 [25]). Therefore, PCIs need to be reused, as massive number of NR cells and small cells operating in millimetre wave bands are deployed. Typically, operators use network planning tool to assign PCIs to cells when the network is deployed to insure all neighbouring cells have different PCIs. However, due to the addition of new cells or changes of neighbour relations from ANR functions, problems can arise, such as:

- PCI collision: Two neighbouring cells have the same PCIs;
- PCI confusion: A cell has 2 neighbouring cells with the same PCI value, where Cell #A has PCI that is different from the PCIs of its two neighbours – Cell #B and Cell #C, but Cell #B and Cell #C have the same PCI. PCI confusion can impact the handover performance as UEs are confused with which cell they should handover to.
The goal is to configure the PCIs of NR cells which are newly deployed and to re-configure the PCIs of NR cells which endure the problem of PCI confliction or PCI confusion. There are two ways to configure the PCI – centralized PCI configuration and distributed PCI configuration, as described in clause 5.2.1 in TR 37.816 [12].
5.5.2
Pre-conditions

The NG-RAN is deployed and active, besides, the provider(s) of NG-RAN provisioning management service or NG-RAN fault management service is deployed and active.

The PCI optimization function (located in 3GPP management system) is deployed and activated. It is a consumer of NG-RAN provisioning management service or NG-RAN fault management services related to PCI confliction or confusion. 

5.5.3
Steps 

5.5.3.1
Managemnt of distributed PCI configuration

1.  The PCI management and control function sets a list of PCI values to be used by a NR cell, and activates the distributed PCI configuration function.

2.  The distributed PCI configuration function randomly selects a PCI value from the list of PCI values provided by PCI management and control function (see clause 5.2.1 in TR 37.816 [12]).

3. The distributed PCI configuration function reports the PCI value selected for this NR cell to the PCI management and control function.

5.5.3.2
Centralized PCI configuration
1.  The centralized PCI configuration function monitors and collects the PCI related data (e.g. the measurements related to measurement report, such as physCellId, MeasQuantityResults, which are generated from the MeasResultNR (see clause 6.3.2 in TS 38.331 [6])) reported by NG-RAN. 

2.  The centralized PCI configuration function analyzes the PCI related information to detect new deployed NG-RAN or PCI confliction or confusion of the NR cells.

3. The centralized PCI configuration function consumes NG-RAN provisioning service to configure a specific PCI value or a list values for each newly deployed NR cell or re-configure a PCI value or a list values for the NG-RAN cell which is in the problem of PCI confliction or confusion.

4.  NG-RAN performs PCI selection according to the configured specific PCI or list of PCIs.
5.  If the newly deployed NR-RAN cell is not correctly configured or PCI confliction or confusion is not resolved, the centralized PCI configuration function reverts to Step 3. 

This Use Case ends when the new deployed NG-RAN cells are configured successfully or the NG-RAN cells are taken out of service or when the centralized PCI configuration function is stopped.

5.5.4
Post-conditions

The PCIs for the NR cells have been configured or corrected.
5.6
Automatic Network Configuration Data Handling
5.6.0 
Introduction

The use case for automatic radio network configuration data handling described in clause 6.4.1.1 in TS 32.501 [3] can be applicable to 5G. 

5.6.1
Goal
Transfer the automatic network configuration data to the MF providing ANCF data and ensure that it is valid when it is used during self-configuration. ANCF data are the data which are required for successful activation of NF and cannot be generated during self-configuration process.

5.6.2
Pre-conditions
Automatic network configuration data is known to the ANCF MnS Consumer.
5.6.3
Steps
1.
(Optional) MF consuming the ANCF data indicates need for automatic network configuration data to the MF providing ANCF data.

2.
MF providing ANCF data transfers the automatic network configuration data to MF consuming ANCF data or indicate the MF consuming ANCF data where the automatic network configuration data is available and MF consuming ANCF data retrieve the data from there.

3.
(Optional) MF providing ANCF data requests the MF consuming ANCF data to validate the received automatic network configuration data.

4.
MF consuming ANCF data validates the received automatic network configuration data.
5.6.4
Post-condition
The self-configuration process can use the automatic network configuration data.
5.7
Load Balancing Optimization 

5.7.1
Introduction
It includes the management of distributed LBO and centralized LBO.
5.7.2
Pre-conditions

NG RAN and 5GC are in operation.

5.7.3
Description

5.7.3.1
The management of distributed LBO
The LBO management and control function sets the target of D-LBO function

 The LBO management and control function activates the D-LBO function to balance the cell load among gNB(s) automatically.

5.7.3.2
Centralized LBO
The LBO management and control function receives the target of LBO from consumers.

The C-LBO function collects the load performance measurements (e.g. radio resource usage, HW / VR / TNL load indicators, Composite Available Capacity PRB, TNL measurements, …) or notifications (e.g. threshold crossing of certain measurements) from gNB-CU-CP, gNB-CU-UP(s), gNB-DU(s).
The C-LBO function analyses the load measurements to determine the actions, if needed, including the configuration of the handover and/or reselection parameters, and the initiation of changing virtualized resources, to optimize the traffic load distributions among neighboring cells, 

The C-LBO function collects the performance measurements (e.g. the number of RRC connection establishment / release, abnormal release, handover failures, call drops, etc…) to evaluate the LBO performance, and may update the handover and/or reselection parameters of the cell or its neighbors.
5.7.4
Post-conditions

The cell load of gNB(s) have been optimized.
5.8
Inter-Cell Interference (Interference coordination)

5.9
RACH Optimization (Random Access Optimisation)

5.9.1
Introduction
A poorly configured RACH (Random Access Channel) may increase the time it takes for an UE to access the network, and may increase the accesses failures that can impact call setup performance. RACH optimization is to automatically configure the RACH parameters in a cell in order to achieve the optimal network performance by reducing the network access time, and minimize the failures.
5.9.2
Pre-conditions

5G NR cells are in operation.

RACH management and control function is in operation.
RACH optimization function is active.
5.9.3
Description

RACH optimization function is running to optimize the RACH performance by adjusting RACH parameters, such as RACH-ConfigCommon properties specified in the TS 38.331clause 6.3.2 [6] automatically.
The RACH management and control function sets the targets for RACH optimization function, and collects the following performance measurements to monitor the RACH performance:  
- 
Distribution of the number of preamble UEs sent to achieve synchronization, where the number of preamble sent corresponds to PREAMBLE_TRANSMISSION_COUNTER (see clause 5.1.1 in TS 38.321 [5]) in UE. 
- 
Distribution of the time needed for UEs to achieve synchronization;

NOTE: These performance measurements should be reported in the most timely manner to monitor the RACH performance.
The RACH management and control function analyses the measurements, and may perform one of the following actions, if the RACH performance does not meet the target: 

1.  Update the targets for RACH optimization function;


2.  Update the ranges of RACH parameters for NR cells;

3.  Disable RACH optimization function, and configure the RACH parameters for the NR cells with values deemed to improve RACH performance. 
The RACH management and control function should not configure the RACH parameters when the RACH optimization function is active.
5.9.4
Post-conditions

The RACH performance in NR cells is optimized.
5.10
Centralized Capacity and Coverage Optimization

5.10.1
Goal

The goal is NG-RAN coverage and capacity optimization for NR cells.

5.10.2
Pre-conditions

NG-RAN in certain geographic area is active, managed by the provider(s) of the NG-RAN provisioning management service and the PM service. 

The CCO SON function is active and consumes the NG-RAN and 5GC provisioning management services and the PM services, provided by the corresponding providers. 

The measurements received by the CCO function may include indicators of network performance, which may include indications of bad coverage such as of RSRP and RSRQ statistics, RLFs, failed / dropped RRC connections, handover failures etc. Additional information sources can be taken into account, such as MDT (UE level trace) and information carried in the CDRs.

5.10.3
Steps

1. The CCO function is monitoring the performance indicators of the NG-RAN cells, certain areas or beams within the cells, and may monitor 5GC for example CDRs of such events as voice call drops, by collecting performance measurements, such as RSRP, RSRQ, SINR, and RLF measurements for cells and beams within the cell (see clause 6.3.2 in TS 38.331 [6]).

2. If the CCO function detects coverage hole or capacity (performance) degradation in some cells, certain areas or beams within the cell, by analysing measurements, such as RSRP, RSRQ, SINR, and RLF measurements of DL SSB beams.

Some examples of degradation criteria are too low signal strength, low success rate for RRC connection attempts, for random access attempts etc.

3. The CCO function determines the actions needed to improve the coverage and/or capacity of cell and areas within the cell.
4. The CCO function modifies the configuration parameters in the cell and/or in one or several neighbor cells or configuration of the 5GC, such as PCF policies to reduce the load, and continues monitoring the PM measurements. 

5. If the network performance does not recover, the CCO function adjusts the modifications made in the Step 2. 

6. Return to the Step 1.

This Use Case ends when the monitored cells are taken out of service or when the CCO function is stopped.

5.11
Self-healing

The use cases of Self Recovery of NE Software, Self-healing of board faults and Self-healing of Cell Outage described in TS 32.541 [14] can be applied for 5G NE.The description of use case needs to be revisited to align with the service based management architecture.
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7.8.1
Potential solution for centralized CCO


Editor’s Note2: NM mentioned in this clause is an example of MF which provide functionality of management and control of CCO. EM mentioned in this clause is an example of MF which provide functionality of CCO. NM, EM used in this clause needs to be revisited to align with service based management architecture later.
The Figure 7.8.1-1 illustrates the framework for EM centralized CCO with NM controlled policies. The CCO Algorithm is located in MnS Producer for CCO. 

· EM as MnS Producer for CCO is responsible for coverage and/or capacity issues detection and optimization. 

· NM as MnS Consumer for CCO is responsible for CCO policy control for RAN SubNetwork.
· MnS for CCO is utilized by NM to trigger CCO optimization task with specified corresponding CCO policies, and receive the notification about the coverage and/or capacity issues occurrence and corresponding recovery.
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Figure 7.8.1-1 Framework for EM centralized CCO with NM controlled policies
The Figure 7.8.1-2 illustrates the procedure for EM centralized coverage and capacity optimization.
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Figure 7.8.1-2 Procedure for EM centralized CCO with NM controlled policies
1)
NM (act as MnS Consumer for CCO) decides to start the coverage and capacity optimization task and corresponding CCO policies for RAN Subnetwork, including coverage and/or capacity issue detection condition (e.g. SINR threshold for coverage hole and weak coverage) and optimization constraint condition (e.g. optimization regions, optimal coverage, minimum uplink interference).

2)
NM triggers the optimization task to EM (act as MnS Producer for CCO) with corresponding optimization object (RAN Subnetwork) and CCO polices specified.

3)
EM configures the CCO policies to start the optimization task.

4）EM monitor the coverage and/or capacity issues (i.e. Coverage hole, Weak coverage, Pilot pollution, Overshoot coverage, DL and UL channel coverage mismatch defined in TS 28.628[9]) based on CCO related performance measurements collected.
5.1) When EM detected the coverage and/or capacity issues, EM may notify the NM about the occurrence of coverage and/or capacity issues. 

5.2) EM determines the corrective actions (e.g. switch on antenna pattern) to address the coverage and/or capacity issues.

5.3) If the corrective actions are executed and the detected issues are addressed successfully, the EM may notify the NM about the recovery of coverage and/or capacity issues.
7.9
Self-healing


	End of modified section
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