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1
Decision/action requested

The group is asked to discuss and approvethe proposal.
2
References

[1]
3GPP TS 28.628: "Telecommunication management; Telecommunication management; Self-Organizing Networks (SON) Policy Network Resource Model (NRM) Integration Reference Point (IRP); Information Service (IS)".
[2]
3GPP TR 28.861: “Study on the Self-Organizing Networks (SON) for 5G networks”.
[3]
3GPP TR 37.816: “Study on RAN-centric data collection and utilization for LTE and NR”.
3
Rationale

This contribution proposes to discuss the potential solutions for coverage and capacity optimization (CCO).
Background and Observation:

1. The centralized CCO Function for LTE is described in TS 28.628[1] as follows:
==============Extract from TS 28.628 start ===========

4.5.4
Architecture

4.5.4.1
Definition of logical functions

CCO Monitor Function: This function is used for monitoring the capacity and coverage optimization (e.g. monitoring related performance counters, UE measurements or alarms).

CCO Policy Control Function: This function is used for configuring the capacity and coverage optimization policies.
4.5.4.2
Location of logical functions
For capacity and coverage optimization (CCO), there are several options for the location of the centralized CCO SON algorithm:

1)
The CCO SON algorithm is located in the DM. The capacity and coverage optimization decision is made by the DM centralized CCO algorithm. 
2)
The CCO SON algorithm is located in the NM. The capacity and coverage optimization decision is made by the NM centralized CCO algorithm.
An example for the first option is shown in figure 4.5.4.2-1:


[image: image1]
Figure 4.5.4.2-1: Example when the CCO SON algorithm is located in DM

An example for the second option is shown in figure 4.5.4.2-2:
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Figure 4.5.4.2-2: Example when the CCO SON algorithm is located in NM
The detailed CCO SON algorithm in OAM (NM centralized or EM centralized) is out of scope of this specification. 
==============Extract from TS 28.628 end ===========

Observation 1: NM Centralized CCO and DM Centralized CCO is defined for LTE for optimizing coverage and capacity confiugration.
2. The SON for AAS management for LTE is described in TS 28.628 as follows:
==============Extract from TS 28.628 end ===========

4.8
SON for AAS management
…….

4.8.4
Architecture

4.8.4.1
Definition of logical functions 
AAS Monitor Function: This function is used for monitoring the AAS optimization (e.g. monitoring related performance counters or alarms).

AAS Policy Control Function: This function is used for configuring the AAS optimization policies. 
4.8.4.2
Location of logical functions
For AAS, there are several options for the location of the SON for AAS algorithm:
For AAS, there are several options for the location of the SON for AAS algorithm:

1) The SON for AAS algorithm is located in the eNB(s). 
2) The SON for AAS algorithm is located in the EM/DM level, the AAS optimization decision is made by the EM/DM centralized SON for AAS algorithm.
3) The SON for AAS algorithm is located in the NM level, the AAS optimization decision is made by the NM centralized SON for AAS algorithm.
An example for the first option is shown in figure 4.8.4.2-1:
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Figure 4.8.4.2-1: Example when the SON for AAS algorithm is located in the eNB(s)
The detailed SON functionalities in eNB are out of scope of this specification.

Observation 2: NM Centralized AAS SON, DM Centralized AAS SON and Distributed AAS SON are defined for LTE for optimize Antenna pattern (Select one of the Antenna pattern preconfigured) which is related coverage and capacity optimization.
3. The Centralized CCO use case for NG-RAN is described in TS 28.861[2] as follows.
==============Extract from TR 28.861 start ===========
5.10
Centralized Capacity and Coverage Optimization

5.10.1
Goal

The goal is NG-RAN coverage and capacity optimization for NR cells.

5.10.2
Pre-conditions

NG-RAN in certain geographic area is active, managed by the provider(s) of the NG-RAN provisioning management service and the PM service. 

The CCO SON function is active and consumes the NG-RAN and 5GC provisioning management services and the PM services, provided by the corresponding providers. 

The measurements received by the CCO function may include indicators of network performance, which may include indications of bad coverage such as of RSRP and RSRQ statistics, RLFs, failed / dropped RRC connections, handover failures etc. Additional information sources can be taken into account, such as MDT (UE level trace) and information carried in the CDRs.

5.10.3
Steps

1. The CCO function is monitoring the performance indicators of the NG-RAN cells, certain areas or beams within the cells, and may monitor 5GC for example CDRs of such events as voice call drops, by collecting performance measurements, such as RSRP, RSRQ, SINR, and RLF measurements for cells and beams within the cell (see clause 6.3.2 in TS 38.331 [6]).

2. If the CCO function detects coverage hole or capacity (performance) degradation in some cells, certain areas or beams within the cell, by analysing measurements, such as RSRP, RSRQ, SINR, and RLF measurements of DL SSB beams.

Some examples of degradation criteria are too low signal strength, low success rate for RRC connection attempts, for random access attempts etc.

3. The CCO function determines the actions needed to improve the coverage and/or capacity of cell and areas within the cell.
4. The CCO function modifies the configuration parameters in the cell and/or in one or several neighbor cells or configuration of the 5GC, such as PCF policies to reduce the load, and continues monitoring the PM measurements. 

5. If the network performance does not recover, the CCO function adjusts the modifications made in the Step 2. 

6. Return to the Step 1.

This Use Case ends when the monitored cells are taken out of service or when the CCO function is stopped.

==============Extract from TR 28.861 end ===========
Observation 3: The current description in TR talked about CCO Function without differentiating NM centralized or DM centralized solutions.
4.  The CCO use case for NG-RAN is TR 37.816[3] as follows:
==============Extract from TR 37.816 start ===========
5.1
Capacity and Coverage Optimization
5.1.1
Use case description

Coverage and Capacity Optimization (CCO) is one of the typical operational tasks to optimize the radio access network (RAN). CCO has been identified as a key use case for SON since LTE, which aims to provide the required capacity in the targeted coverage areas and to minimize the interference and maintain an acceptable quality of service in an autonomous way. There is a trade-off between coverage and capacity optimization, capacity enhancements are usually at the expense of service coverage degradations, and vice versa. There is a need to balance and manage the trade-off between the two.
CCO allows the system to periodically adapt to the changes in traffic (i.e. load and location) and the radio environment

by automatically adjusting coverage for the cells that serve a certain area for a particular traffic situation. Due to the introduction of beam based antenna structures the set of configurable antenna and RF parameters are multi-dimensional. It is very complex to find the mapping between network configurations with target coverage and capacity performance. To make it feasible, some kind of machine learning techniques could be utilized which will leverage on the data collected in the RAN network. The collected data could be UE measurements, performance measurements, events and other monitoring information, also taking into account beamforming and massive MIMO - related information. These inputs could help the operator firstly identify the coverage and capacity problems, for instance, coverage hole, weak pilot pollution, overshoot coverage and DL and UL channel coverage mismatch and further perform the coverage and capacity optimization. 

Active Antenna Systems (AAS) will be deployed widely in NR as well. Therefore, dynamic coverage configuration change function similar to LTE would be supported in NR CCO.
…….
5.1.2
Solution description

Solutions for CCO are based on the capability to adapt cell/beam coverage to achieve better system performance. Solutions can be generalised as made of two components: 
· Detection of coverage and/or capacity issue
· Action to resolve the issue

Generally, there are two types of network coverage adjustment, i.e., long term cell RF parameters tuning and short term cell coverage switching among pre-configurations. The long term cell RF parameters tuning is usually hosted by OAM and  relies on UE radio measurements, e.g., RSRP, RSRQ, call drops statistics, etc which collected by MDT or performance management function. 
The short term cell coverage switch is implemented by NG-RAN node. The dynamic cell coverage configuration change function will be support by exchanging the cell coverage change information between two neighbouring NG-RAN nodes, including Cell Coverage State, Cell Deployment Status Indicator, and Cell Replacing Info. The LTE mechanism can be taken as a baseline.
==============Extract from TR 37.816 end ===========
Observation 4: The Distributed CCO use case and related solution is introduced in RAN3 for NG-RAN. It’s mentioned that the long term cell RF parameters tuning is usually hosted by OAM and short term cell coverage switch is implemented by NG-RAN node. But there is no indication on how to diffentiate long term and short term.
5. The definition of the different management terms are captured in TS 32.101 and TS 32.500:

==============Extract from TS 32.101 start ===========
3.1
Definitions

For the purposes of the present document, the following definitions apply:

Domain Manager (DM): provides element management functions and domain management functions for a sub-network. Inter-working domain managers provide multi vendor and multi technology network management functions.

Element Manager (EM): provides a package of end-user functions for management of a set of closely related types of network elements. These functions can be divided into two main categories: Element Management Functions and
Sub-Network Management Functions.

Element Management functions: for management of network elements on an individual basis. These are basically the same functions as supported by the corresponding local terminals.

…

Network Manager (NM): provides a package of end-user functions with the responsibility for the management of a network, mainly as supported by the EM(s) but it may also involve direct access to the Network Elements. All communication with the network is based on open and well-standardized interfaces supporting management of multi-vendor and multi-technology Network Elements. 
…

Sub-Network management functions: functions related to a network model for a set of Network Elements constituting a clearly defined sub-network, which may include relations between the Network Elements. This model enables additional functions on the sub-network level (typically in the areas of network topology presentation, alarm correlation, service impact analysis and circuit provisioning).

==============Extract from TS 32.101 end ===========
==============Extract from TS 32.500 start ===========
3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

Centralised SON: SON solution where SON algorithms are executed in the OAM system. Centralised SON has two variants:

-
NM-Centralised SON: SON solution where SON algorithms are executed at the Network Management level. 

-
EM-Centralised SON: SON solution where SON algorithms are executed at the Element Management level.

Distributed SON: SON solution where SON algorithms are executed at the Network Element level.

Hybrid SON: SON solution where SON algorithms are executed at two or more of the following levels: NE or EM or NM.

==============Extract from TS 32.500 end ===========
Analysis:

1. There are following 3 potential solutions are under discussion under SA5 and RAN3, it’s necessary to clarify the relation between each other and what potential coordination is needed between the OAM and NG-RAN node solution.
a. Cross Domain centralized CCO implemented by 3GPP Cross Management Domain
b. Domain centralized CCO implemented by Management Domain
c. Distributed CCO implemented by NG-RAN node 

2. Depends on the different deployment scenarios, it’s possible for different CCO solution could satisfy different management scope. It’s necessary to clarify which solution could apply for which deployment scenarios. 
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There are following issues to be clarified:
Issue 1: how to differentiate the long term and short term scenairos in the RAN3 defined CCO solution? 
Issue 2: whether the short term CCO solution and long term CCO solution are alternative CCO solution or they are complementary to each other?

Issue 3: if the long term and short term are complementary solutions, how to coordinate between the two solutions?

There are following potential two set of options, which are differentiated by with distributed function or without distributed function:
Solution A: 3GPP management system (includes 3GPP Cross Management Domain and Management Domain) controlled Policy, RAN distributed CCO

· A-1: RAN Distributed CCO with only 3GPP Cross Management Domain controlled policy 

· A-2: RAN Distributed CCO with both 3GPP Cross Management Domain and Management Domain controlled policy 

Solution B: Centralized CCO without RAN distributed CCO
· B-1: Management Domain centralized CCO with 3GPP Cross Management Domain controlled policies

· B-2: 3GPP Cross Management Domain centralized CCO only

4
Detailed proposal

It’s proposed to add the following description in TR 28.861:
	1st Change


7.8.0
Overview of Potential solution for CCO

There are following potential solutions to address Capacity and Coverage Optimization:
Solution A: 3GPP management system (3GPP Cross Management Domain or Management Domain) management with RAN distributed CCO

· A-1: RAN Distributed CCO managed byonly 3GPP Cross Management Domain 
· A-2: RAN Distributed CCO managed by both 3GPP Cross Management Domain and Management Domain 
Solution B: Centralized CCO without RAN distributed CCO
· B-1: Domain centralized CCO managed by 3GPP Cross Management Domain 
· B-2: 3GPP Cross Management Domain centralized CCO only

	End of Change
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