3GPP TSG-SA5 Meeting #124 
S5-192207
Taipei, Taiwan, 25 February – 1 March 2019








    Revision of S5-19xxxx
Source:
Ericsson
Title:
Add the description for SDNC
Document for:
Approval
Agenda Item:
6.5.2
1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1]
3GPP TR 28.890 Study on integration of ONAP and 3GPP management for 5G networks 

3
Rationale

Before ONAP R3, the ONAP controllers (APPC and SDNC) were classified as L4-L7 (APPC) and L0-L3 (SDNC) controllers. But this classification was removed in R3, which would mean that the scope of each controller becomes wider and potentially overlapping. Therefore, add the description of SDNC into ONAP controller introduction.
4
Detailed proposal

It proposes to add the following content to TR 28.890[1].
	1st Change


6.1.1
ONAP controllers 

6.1.1.1

Introduction

The southbound interface of the ONAP platform for LCM and CM operations is based on a layer of controllers. Controllers are components in the ONAP platform that connect to cloud and network services, execute configuration and real-time policies, and control the state of distributed components and services. Rather than using a single monolithic control layer, operators may choose to use multiple distinct controller types to manage different resources in the execution environment, each corresponding to a distinct domain. 

ONAP controllers expose a northbound API to other ONAP components that allow them to initiate activities (effectively commands) on VNFs and/or PNFs. ONAP controllers interact southbound with xNFs through network and application adapters to perform configuration and other lifecycle management activities towards xNFs.

In ONAP R3, the following controllers are available:

-
Application Controller (APPC)
-
Software Defined Networking Controller (SDNC)

- 
Virtual Function Controller (VF-C)

These controllers are further described in the following sections.




6.1.1.2
APPC

6.1.1.2.1
Overview 

The Application Controller (APPC) is one of the components in the ONAP platform. Its main function is to control the lifecycle of VNFs and VNFCs (but not PNFs). APPC can use one of several adapters to connect to a VNF. 
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Figure 6.1.1.2.1-1: APPC High Level Architecture

NOTE: 
APPC High Level Architecture Figure attribution [20].

In ONAP R3, APPC contains adapters towards the following interface protocols:

- 
Netconf with uploadable Yang model (requires a Netconf server running on the VNF)

- 
Chef (requires a Chef client running on the VNF)

- 
Ansible (no requirements on the VNF software)

The APPC architecture is designed to allow a VNF owner or vendor to enable a new VNF to support a set of LCM API actions that are designated as self-service. This procedure is known as VNF self-service onboarding. The VNF owner/vendor needs to create a template and parameter definitions for LCM actions that use the Netconf, Chef, or Ansible protocols. 

The template is a text block in XML (if the protocol is Netconf) or JSON (for Chef or Ansible) format that defines the "payload" to be included in the request. This file contains the desired configuration parameter values to execute the LCM action and is sent, either directly to the VNF (for Netconf), or to the Chef/Ansible server that in turn uses these values to configure the VNF.
6.1.1.2.2
APPC Netconf Adapter 

The APPC Netconf Adapter is responsible for sending configuration tasks in XML format to VNFs that support the Netconf protocol. APPC includes a deployment of OpenDaylight and thus can consume NRMs expressed in the YANG modelling language.

6.1.1.2.3
APPC Chef Adapter 

Chef is an open-source VNF management framework. The APPC Chef adapter enables APPC to operate cookbooks that perform various LCM operations towards VNFs connected to an external Chef server. This server acts as a hub for configuration data and stores cookbooks, the policies that are applied to VNFs, and metadata that describes each registered VNF that is being managed by Chef. A Chef client is required on the VNFs that will be directly managed by the Chef server. The client exposes REST APIs used to manage the VNF.

A cookbook is the fundamental unit of configuration and policy distribution. A cookbook defines a scenario and contains recipes that specify the resources to use and the order in which they are to be applied. A recipe is expressed in the Ruby language and consists mainly of a collection of resources, defined using patterns (resource names, attribute-value pairs, and actions). Each recipe is required to be stored in a cookbook and may be included in another recipe or have a dependency on one (or more) recipes.

A cookbook also contains:

- 
Attribute values

- 
File distributions

- 
Templates

- 
Extensions to Chef, such as custom resources and libraries

6.1.1.2.4
APPC Ansible Adapter 

Ansible is an open-source VNF management framework. The APPC Ansible adapter enables APPC to operate playbooks that perform various LCM operations towards VNFs connected to an external Ansible server. This server can execute Ansible playbooks southbound towards the VNF and exposes a REST interface northbound towards APPC that is compliant with its requirements. The exact implementation of the Ansible Server is left open. Any action (e.g.,configure, restart, health check) can be executed on the VNF by constructing a playbook or set of playbooks that is executed by an Ansible agent on the VNF via SSH.
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Figure 6.1.1.2.4-1: Ansible workflow envisioned when APPC receives an event

NOTE: 
Ansible workflow envisioned when APPC receives an event Figure attribution [21].

Playbooks are expressed in YAML format and model a configuration or process. Each playbook is composed of one or more 'plays' in a list. Each play contains of a list of tasks and indicates a set of host machines to target and a remote user for authentication. Tasks are executed in order, one at a time, against all machines matched by the host pattern, before moving on to the next task. Within a play, all hosts receive the same task directives. It is the purpose of a play to map a selection of hosts to tasks. 

The goal of each task is to execute a single Ansible module with specific arguments. Ansible modules are reusable, standalone scripts that execute within an Ansible server and return information in JSON format. Variables can be used in arguments to modules. Each module has a dedicated use, such as administering users on a specific type of database or managing VLAN interfaces on a specific type of network device. Modules are for the most part vendor-specific.
6.1.1.3
SDNC

The Software Defined Networking Controller supports management of transport network resources. In addition, SDNC supports a limited number of LCM operations for VNFs and PNFs in ONAP Rel-3 via protocols such as Ansible. Configuration management is not supported by SDNC in ONAP Rel-3.
6.1.1.4
VF-C

The Virtual Function Controller (VF-C) is an implementation of an ETSI NFV-MANO stack and provides an LCM interface towards ETSI-compliant VNFs. VF-C also provides a GVNFM capability and can integrate with external VNFMs and VIMs as part of an NFV MANO stack.

[image: image3.png]Common
Services

‘ ‘ SFC
| Controllers NGNS

‘ ' EMSs
L N T )

Collect Alarms&KPI
‘ J VNF Vendor's
VIMs

. Extension

[ ]

=)





Figure 6.1.1.3-1: VF-C High Level Architecture

NOTE: 
VF-C High Level Architecture Figure attribution [8].

	End


