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1
Decision/action requested

The group is asked to discuss and approve the proposals.
2
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3
Rationale
This contribution proposes solutions to support NRF configuration described in use cases 5.1.1 and 5.1.2 in TR 28.803 [1].
4
Detailed proposal
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7
Potential solutions
7.x
UPF and edge computing VNFs deployment
7.x.1
General

The following subclauses describe the solutions for the deployment of UPF and edge computing VNF instances (see use cases in clause 5.3 and 5.4). The orchestration and lifecycle management of edge computing VNFs are realized in the NFVO and VNFM functional blocks as defined by ETSI NFV MANO (see clause 5.2 in ETSI GR MEC 017 [12]).
7.x.2
Deployment of UPF and edge computing VNFs in a NS 
It is assumed that the UPF supporting the edge computing application has been instantiated in a NS identified by nsInstanceId, and no virtual link is available to connect the UPF VNF instance to the VNF instance supporting edge computing applications in the local data network. 
3GPP management system sends the following parameters to the edge computing management system to support the instantiation of the edge computing VNF:
- QoS requirements, such as latency, bandwidth for N6 interface,

-
UPF information related to the location of the UPF VNF that has been instantiated,

-
nsInstanceId of the NS where the UPF VNF is contained,

-
NSD that was used to instantiate the NS. 
Edge computing management system performs the following operations:
- Update the NSD to add the VNFD for the VNF to be instantiated,
-
Instantiate the VNF in the NS identified by nsInstanceId, based on the QoS requirements for the N6 interface and UPF information. 


Edge computing management system returns the vnfInstanceId and the updated NSD to 3GPP management system when the VNF has been successfully instantiated.

3GPP management system adds a new VnfProfile or updates the existing VnfProfile (see clause 6.3.3 in GS NFV-IFA 014 [13]) with the NS virtual link information to or in the NSD.  

3GPP management system initiates the the on-board NSD operation (see clause 7.2.2 in GS NFV-IFA 013 [8]) at NFVO to upload the NSD with the new or updated VnfProfile.

3GPP management system initiates the the update NS operation (see clause 7.3.5 in GS NFV-IFA 013 [8]) at NFVO with updateType=AssocNewNsdVersion to associate the NS with the on-boarded NSD.
3GPP management system initiates the the update NS operation (see clause 7.3.5 in GS NFV-IFA 013 [8]) at NFVO with updateType=AssocVnfWithVnfProfile, nsInstanceId and vnfInstanceId of the UPF VNF to connect the UPF VNF instance to the virtual link contained in the VnfProfile.

3GPP management system initiates the the update NS operation (see clause 7.3.5 in GS NFV-IFA 013 [8]) at NFVO with updateType=AssocVnfWithVnfProfile, nsInstanceId and vnfInstanceId of the edge computing VNF to connect the edge computing VNF instance to the virtual link contained in the VnfProfile.
7.x.3
Deployment of UPF and edge computing VNFs in two separate NS 
It is assumed that the UPF supporting the edge computing application has been instantiated in a NS identified by nsInstanceId #1, and has been connected to a SAP #1,
3GPP management system sends the following parameters to the edge computing management system to instantiate the edge computing VNF:

- QoS requirements, such as latency, bandwidth for N6 interface,

-
UPF information related to the location of the UPF VNF that has been instantiated,

Edge computing management system instantiates a NS identified by nsInstanceId #2 containg the edge computing VNF instance identified by vnfInstanceId #2, based on the QoS requirements for the N6 interface and UPF information, and connects the VNF instance to SAP #2. 
Edge computing management system returns the vnfInstanceId #2 and nsInstanceId #2 to 3GPP management system when the NS with the edge computing VNF has been successfully instantiated.
3GPP management system connects the NSs identified by nsInstanceId #1 and nsInstanceId #2 by performing the following operations:
- Update the NSD #3 to add the NsProfile (see clause 6.3.11 in GS NFV-IFA 014 [13]) that contain the information related to the connectivity between an NS SAP and a NS virtual Link of the composite NS.
- Initiate the Create NS identifier operation (see clause 7.3.2 in GS NFV-IFA 013 [8]) at NFVO with NSD #3 to create the identifier of composite NS identified by nsInstanceId #3.
- Initiate the Instantiate NS operation (see clause 7.3.3 in GS NFV-IFA 013 [8]) at NFVO with nsInstanceId #3 to instantiate the NS instance that:

- Contains two nested NS instances, identified by nsInstanceId #1 and nsInstanceId #2, respectively and

- Connects the nested NS instances via SAP #1 and SAP #2.
Figure 7.x-1 shows the result of the operation where an UPF VNF is connected to the EC VNF via the NS virtual link in a composite NS.
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Figure 7.x-1: Connecting UPF and EC VNFs residing in two NS via NS VL



7.x.4
Retrieval of the UPF information 
It is assumed that the UPF identified by vnfInstanceId #1 has been instantiated in a NS identified by nsInstanceId #1, and has been connected to SAP #1. It is assumed that the edge computing VNF identified by vnfInstanceId #2 has been instantiated in a NS identified by nsInstanceId #2, and has been connected to SAP #2. 
Edge computing management system requests 3GPP management system to provide the information of UPFs to which the VNF supporting the edge computing can be instantiated by providing the location of local data network and the QoS requirements for the N6 interface.
3GPP management system find the available UPFs that can meet the QoS requirements for the N6 interface in the given location.
3GPP management system provides the vnfInstanceId #1 of the UPF VNF, and nsInstanceId #1 of the NS where UPF VNF has been instantiated to the edge computing management system.
Edge computing management system connects the NSs identified by nsInstanceId #1 and nsInstanceId #2 by performing the following operations:
- Update the NSD #3 to add the NsProfile (see clause 6.3.11 in GS NFV-IFA 014 [13]) that contain the information related to the connectivity information between an NS SAP and a NS virtual Link of the composite NS.

- Instantiate a composite NS, based on NSD #3, which:

- Contains two nested NS instances, identified by nsInstanceId #1 and nsInstanceId #2, and
- Connects the nested NS instances via SAP #1 and SAP #2.
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