3GPP TSG SA WG5 (Telecom Management) Meeting #122
S5-187235
November 12 – 16, 2018, Spokane, Washington, USA
revision of S5-187xxx
Source:
Intel
Title:
pCR 28.803 edge computing network
Document for:
Approval
Agenda Item:
6.6.5
1
Decision/action requested

The group is asked to discuss and approve the proposals.
2
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3
Rationale
The following figure of 5G system architecture from TS 23.501 [1] shows that UPF is connected to DN via the N6 reference point.
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Figure 4.2.3-1: 5G System architecture
As described in clause 5.13 in TS 23.501 [1], to support the edge computing, the 5G Core Network selects a UPF close to the UE and executes the traffic steering to route the UE traffic to the application in the local Data Network via a N6 interface.
5.13
Support for Edge Computing

Edge computing enables operator and 3rd party services to be hosted close to the UE's access point of attachment, so as to achieve an efficient service delivery through the reduced end-to-end latency and load on the transport network.

The 5G Core Network selects a UPF close to the UE and executes the traffic steering from the UPF to the local Data Network via a N6 interface. This may be based on the UE's subscription data, UE location, the information from Application Function (AF) as defined in clause 5.6.7, policy or other related traffic rules.
Edge computing can be supported by one or a combination of the following enablers:

-
User plane (re)selection: the 5G Core Network (re)selects UPF to route the user traffic to the local Data Network as described in clause 6.3.3;
-
Local Routing and Traffic Steering: the 5G Core Network selects the traffic to be routed to the applications in the local Data Network;
Clause 5.7.3.1 in TS 23.501 [1] shows that 5G QoS is used to describe the QoS of edge-to-edge flow between the UE and the UPF.

5.7.3
5G QoS characteristics

5.7.3.1
General

This clause specifies the 5G QoS characteristics associated with 5QI. The characteristics describe the packet forwarding treatment that a QoS Flow receives edge-to-edge between the UE and the UPF …

Therefore, the AS in in clause 4.1 in [2] should be the local DN. This contribution revise clause 4.1 in [2] for the alignment with TS 23.501. 
4
Detailed proposal
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4
Concept and background

4.1

Background

The 5G networks are intended to support various new services such as IoT, Cloud-based services, industrial control, autonomous driving, mission critical communications, etc, based on the network slicing technology. Some services, e.g. autonomous driving, may have ultra-low latency and high data capacity requirements due to safety and performance concerns. 5GC system architecture as defined in TS 23.501 [2] supports edge computing to enable such services by applications that are hosted closer to the UE's access point of attachment in order to reduce the end-to-end latency and the load on the transport network. 

Figure 4.1-1 shows how 3GPP network elements work with non-3GPP network elements, such as AF (Application Function) and local DN (Data Network)to provide the services mentioned above [5] [6]. The AF may send requests to SMF (Session Management Function) via PCF (Policy Function) or NEF (Network Exposure Function) to influence UPF (User Plane Function) (re)selection and traffic steering to route the UE traffic from the selected UPF to the application in the local Data Network via the N6 reference point.

The end-to-end latency of the traffic traveling from UE to local DN includes the latency both inside and outside the 3GPP networks. The latency within the 3GPP networks is relevant to 5G QoS, as described in clause 5.7.3.1 in [2], which  is the QoS a data flow receives edge-to-edge between the UE and the UPF. The latency outside the 3GPP networks is determined by the QoS over N6 reference point that is related to the geographical locations of UPF and local DN. Therefore, it is necessary to deploy the local DN and UPF in a manner that meets the end-to-end latency requirement of the services.
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Figure 4.1-1 5G edge computing network
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