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1
Decision/action requested

The group is asked to discuss and approve the proposal.
2
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3
Rationale

The UE perceived DL throughput of Split Bear will depend on the ability of scheduling data by the gNB (SA) or by both gNB and eNB( NSA). 

4
Detailed proposal

	1st Modified Section


5.1.2.7.x
Average  Split Bear throughput  of DL UE

a) This measurement provides the average UE throughput of Split Bear in downlink. This measurement is intended for data bursts that are large enough to require transmissions to be split across multiple TTIs in each  RLC entity. The UE data volume refers to the total volume scheduled for each UE regardless if using primary- or supplemental aggregated carriers. The measurement is optionally split into subcounters per QoS level (5QI or QCI in NR option 3).

b) DER(N=1)
This measurement is obtained according to the following formula based on the“ThroughputVolume”“ThroughputTime”,  “ThpVolumex”, “ThrVolumeDuplication”, “Tpdcpx”, “ThpVolLastTTIx” , “TlastTTIx”, “TwaitToAckx” and “UL F1 Delayx” defined below. It is optionally split into subcounters for each QoS level. 
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Figure 1
Table 4.1.7.1-1

	Tpdcp1 
	If there is no PDCP packets which is still in buffer or queue waiting for ACK of the first RLC entity per UE per bear  through F1 interface message DL DATA DELIVERY STATUS, then Tpdcp1 = 0.

Otherwise, Tpdcp1 = T1 – T0 [ms].

	Tpdcp2 
	If there is no PDCP packets which is still in buffer or queue waiting for ACK of the second RLC Entity per UE per bear through F1 interface message DL DATA DELIVERY STATUS, then Tpdcp2 = 0.

Otherwise, Tpdcp2 = T2 – T0 [ms].

	Tpdcpn
	If there is no PDCP packets which is still in buffer or queue waiting for ACK of the nth RLC Entity per UE per bear through F1 interface message DL DATA DELIVERY STATUS, then Tpdcpn = 0.

Otherwise, Tpdcpn = Tn – T0 [ms].

NOTE: For multiple connections .

	T0
	 (1)T0 is the time point when buffer state updated from no  PDCP packets to there are PDCP packets which is still in buffer or queue waiting for ACK of the first, the second or the nth RLC entity per UE per bear through F1 interface message DL DATA DELIVERY STATUS.

(2) T0 is the time point when measurement period begins and there are PDCP packets which is still in buffer or queue waiting for ACK of first, the second or the nth RLC entity per UE per bear through F1 interface message DL DATA DELIVERY STATUS.



	T1
	 (1)T1 is the time point when the buffer state updated from there are PDCP packets to there are no PDCP packets that is still in buffer or queue waiting for ACK of the first RLC entity per UE per bear through F1 interface message DL DATA DELIVERY STATUS.

(2)T1 is the time point when measurement period ends and there are PDCP packets which is still in buffer or queue waiting for ACK of the first RLC entity per UE per bear through F1 interface message DL DATA DELIVERY STATUS.



	T2
	(1)T2 is the time point when the buffer state updated from there are PDCP packets to there are no PDCP packets which is still in buffer or queue waiting for ACK of the second RLC Entity per UE per bear through F1 interface message DL DATA DELIVERY STATUS.

(2) T2 is the time point when measurement period ends and there are PDCP packets which is still in buffer or queue waiting for the second RLC ACK through F1 interface message DL DATA DELIVERY STATUS.



	Tn
	(1)Tn is the time point when the buffer state updated from there are PDCP packets to there are no PDCP packets which is still in buffer or queue waiting for ACK of the nth RLC Entity per UE per bear through F1 interface message DL DATA DELIVERY STATUS.

(2) Tn is the time point when measurement period ends and there are PDCP packets which is still in buffer or queue waiting for ACK of the nth RLC Entity per UE per bear through F1 interface message DL DATA DELIVERY STATUS.

NOTE: For multiple connections .

	ThrVolLastTTI

1
	The data volume, counted on the first RLC entity SDU level per UE per bear, in kbits successfully transmitted (acknowledged by UE) in DL in the last TTI.

NOTE :  The last TTI means the not fully allocation of wireless resource TTI  dues to  the buffer size of  MAC scheduler  desired to be deliver is less than MAC scheduler can provide.   


	ThrVolLastTTI

2
	The data volume, counted on the second RLC entity SDU level per UE per bear, in kbits successfully transmitted (acknowledged by UE) in DL in the last TTI.

NOTE :  The last TTI means the not fully allocation of wireless resource TTI  dues to  the buffer size of  MAC scheduler  desired to be deliver is less than MAC scheduler can provide.   


	ThrVolLastTTI

n
	The data volume, counted on the nth RLC entity SDU level per UE per bear, in kbits successfully transmitted (acknowledged by UE) in DL in the last TTI.

NOTE :  The last TTI means the not fully allocation of wireless resource TTI  dues to  the buffer size of  MAC scheduler  desired to be deliver is less than MAC scheduler can provide.   
NOTE: For multiple connections .

	ThrVolume1
	The data volume, counted on PDCP PDU level per UE per bear, in kbits successfully transmitted (acknowledged by UE) in DL for first RLC entity per UE per bear in Tpdcp1.



	ThrVolume2
	The data volume, counted on PDCP PDU level per UE per bear, in kbits successfully transmitted (acknowledged by UE) in DL for the second RLC Entity per UE per bear in Tpdcp2 .



	ThrVolumen
	The data volume, counted on PDCP PDU level per UE per bear, in kbits successfully transmitted (acknowledged by UE) in DL for the nth RLC Entity per UE per bear in Tpdcpn .

NOTE: For multiple connections .

	ThrVolumeDuplication
	The data volume of  PDCP duplication, counted on PDCP PDU level per UE per bear, in kbits successfully transmitted (acknowledged by UE) in DL for multi RLC Entities  in the Tpdcp1 ...Tpdcpn .



	TlastTTI
	TlastTTI is the time between the beginning of the first RLC entity data transmitted in the last TTI and the end of the first RLC entity data transmitted in the last TTI,per UE per bear.
NOTE :  The last TTI means the not fully allocation of wireless resource TTI  dues to  the buffer size of  MAC scheduler  desired to be deliver is less than MAC scheduler can provide.   


	TlastTTI2
	TlastTTI2 is the time between the beginning of the second RLC Entity  data transmitted in the last TTI and the end of the second RLC Entity data transmitted in the last TTI,per UE per bear.
NOTE :  The last TTI means the not fully allocation of wireless resource TTI  dues to  the buffer size of  MAC scheduler  desired to be deliver is less than MAC scheduler can provide.   


	TlastTTIn
	TlastTTIn is the time between the beginning of the nth RLC Entity data transmitted in the last TTI and the end of the nth RLC Entity data transmitted in the last TTI,per UE per bear.
NOTE :  The last TTI means the not fully allocation of wireless resource TTI  dues to  the buffer size of  MAC scheduler  desired to be deliver is less than MAC scheduler can provide.   
NOTE: For multiple connections .

	TwaitToAck1
	TwaitToAck is the time between the first RLC entity data  transmitted in the last TTI and to send ACK of the first RLC entity through F1 interface message DL DATA DELIVERY STATUS.


	TwaitToAck2
	TwaitToAck is the time between the second RLC Entity data transmitted in the last TTI and to send ACK of the second RLC Entity through F1 interface message DL DATA DELIVERY STATUS.


	TwaitToAckn
	TwaitToAck is the time between the second RLC Entity data transmitted in the last TTI and to send ACK of the nth RLC Entity through F1 interface message DL DATA DELIVERY STATUS.
NOTE: For multiple connections .

	UL F1 Delay1 
	Refers to :5.1.1.3.2
Average delay on F1-U for the first RLC entity.



	UL F1 Delay2
	Refers to :5.1.1.3.2
Average delay on F1-U for  for the second RLC Entity.

	UL F1 Delayn
	Refers to :5.1.1.3.2
Average delay on F1-U for  for the nth RLC Entity.

NOTE: For multiple connections .

	AckTime1
	The time between  the second last piece of data in the transmitted data burst which emptied the RLC SDU available for transmission for the particular DRB was successfully transmitted, as acknowledged by the UE and PDCP received DDDS which including the TlastTTI1,Twaittoack1.

NOTE :Acktime1 = TlastTTI1 + Twaittoack1 + UL F1 Delay1

	AckTime2
	The time between  the second last piece of data in the transmitted data burst which emptied the RLC SDU available for transmission for the particular DRB was successfully transmitted, as acknowledged by the UE and PDCP received DDDS which including the TlastTTI2,Twaittoack2.

NOTE :Acktime2 = TlastTTI2 + Twaittoack2 + UL F1 Delay2

	AckTimen
	The time between  the second last piece of data in the transmitted data burst which emptied the RLC SDU available for transmission for the particular DRB was successfully transmitted, as acknowledged by the UE and PDCP received DDDS which including the TlastTTI2,Twaittoack2.

NOTE :Acktimen = TlastTTIn + Twaittoackn + UL F1 Delayn
NOTE: For multiple connections .

	ThroughputVolume
	PDCP transmitted Volume for split bear without each RLC entity last piece .

	ThroughputTime
	PDCP transmitted Volume for split bear transmission for for split bear without the time last piece transmission and waiting  DDDS and UL F1 delay . 
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NOTE : for duplication scenario :  
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c) Each measurement is a real value representing the throughput in kbits per second. The number of measurements is equal to one. If the optional QoS level measurement is perfomed, the number of measurements is equal to the number of 5QIs. 

d) The measurement name has the form 
DRB.SB.ThroughputVolume, DRB.SB.ThrVolumeDuplication, DRB.SB.ThroughputTime or optionally DRB.SB.ThroughputVolume.QOS, DRB.SB.ThrVolumeDuplication.QOS, DRB.SB.ThroughputTime.QOS, where QOS identifies the target quality of service class. X for the No. for the nth  RLC entity per UE per bear.  The GNBCUUPFunction keeps the number for the same carrier for all NR UE.(NOTE : SS for Split Bear
e)  GNBCUUPFunction  
f) Valid for packet switched traffic

g) 5GS
h) One usage of this measurement is for performance assurance within integrity area (user plane connection quality).
	Next Modified Section


A.13 Use case monitoring of UE Throughput of Split Bear
Keeping track of DL UE throughput of Split Bear is essential, to ensure end user satisfaction and well functioning and well configured cells and  MAC scheduling  and MAC resource allocation  features. 

	Next Modified Section


A.14 Use case monitoring of UE Throughput of Split Bear per DU relationship
To analysis the DL UE throughput of Split Bear  by DU relationship is essential,to help optimization of structure of network. 

	End of Modified Section
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