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Foreword

This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
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The present document …
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3
Definitions and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

5GC
5G Core Network

DN
Distinguished Name

IOC
Information Object Class
MANO
Management and Orchestration
MIB
Management Information Base

MS
Management Service

NF
Network Function

NFV
Network Functions Virtualisation

NRM
Network Resource Model

NSaaS
Network Slice as a Service

NSI
Network Slice Instance
NSSI
Network Slice Subnet Instance
NSSMF
Network Slice Subnet Management Function

NST
Network Slice Template

SS
Solution Set

TN
Transport Network
VNF
Virtualized Network Function
4
General

4.1
Overview

5
Interfaces for provisioning of networks and network slicing
5.1
Management services for network slice provisioning

The management services for network slice provisioning are listed in table 5.1-1.
Table 5.1-1: Management services for network slice provisioning 
	MS Name
	MS Component Type A
	MS Component Type B
	Note

	Provisioning for NSI
	createMOI
	NSI information model defined in clause 6.2
	This management service enables it's consumer to request allocating, deallocating, or modifying an NSI.

The typical service consumers are operators. The typical scenario is "Network Slices as NOP internals" model.

	
	deleteMOI
	NSI information model defined in clause 6.2
	

	
	getMOIAttributes
	NSI information model defined in clause 6.2
	

	
	modifyMOIAttributes
	NSI information model defined in clause 6.2
	

	Provisioning exposure for NSI
	createMOI
	NSI information model defined in clause 6.2
	This management service enables it's consumer to request allocating, deallocating or modifying an NSI.

The typical service consumers are vertical industry. The typical scenario is NSaaS model.

	
	deleteMOI
	NSI information model defined in clause 6.2
	

	
	getMOIAttributes
	NSI information model defined in clause 6.2
	

	
	modifyMOIAttributes
	NSI information model defined in clause 6.2
	


5.2
Management services for network slice subnet provisioning

The management services for network slice subnet provisioning are listed in table 5.2-1.
Table 5.2-1: Components of NSS provisioning MS

	MS Name
	MS Component of type A (Operation)
	MS Component of type B (information model)

	Provisioning for NSSI
	createMOI operation
	NSSI information model defined in clause 6.3

	
	modifyMOIAttributes operation
	NSSI information model defined in clause 6.3

	
	getMOIAttributes operation
	NSSI information model defined in clause 6.3

	
	deleteMOI operation
	NSSI information model defined in clause 6.3


5.3
Management services for network function provisioning

The management services for network function provisioning are listed in table 5.3-1.
Table 5.3-1: Components of NF provisioning MS

	MS Name
	MS Component of type A (Operation)
	MS Component of type B (information model)

	Provisioning for NF
	createMOI operation
	NF(s)/ME(s) information model defined in TS 28.541 and TS 28.543

	
	modifyMOIAttributes operation
	NF(s)/ME(s) information model defined in TS 28.541 and TS 28.543

	
	getMOIAttributes operation
	NF(s)/ME(s) information model defined in TS 28.541 and TS 28.543

	
	deleteMOI operation
	NF(s)/ME(s) information model defined in TS 28.541 and TS 28.543


5.4
Operations of provisioning
5.4.1
ManagedEntity
5.4.1.1
Definition

The ProxyClass ManagedEntity represents the role that can be played by an instance of an IOC defined in NRMs, e.g. Generic NRM, NR and NG-RAN NRM, or 5GC NRM. ManagedEntity is used in the specification of provisioning operations to represent an instance of an IOC defined in these NRMs.

5.4.2
createMOI operation
5.4.2.1
Description

This operation is invoked by createMOI operation service consumer to request the createMOI operation service provider to create a Managed Object instance in the MIB maintained by the createMOI operation service provider. This operation will create only one Managed Object instance.

The createMOI service consumer supplies the values of all attributes that are supported, i.e. a) attribute whose Support Qualifier is M and b) attribute whose Support Qualifier is O and supported by the agreement between the createMOI service consumer and the createMOI service provider, except in the following cases:

1)
If the attribute has a default value specified. In such case, if the createMOI service consumer supplies a value, the supplied value is used; otherwise, the default value is used; else

2)
If the attribute is specified as capable of carrying a null value or carrying no information. In such case, if the createMOI service consumer supplies a (non-null) value, the supplied value is used; otherwise, the null value is used; else

3)
If the attribute does not have a default value specified and is specified as incapable of carrying null value or incapable of carrying no information. In such case, if there is a createMOI service provider defined default value, then that value will be used.
5.4.2.2
Input parameters 
	Parameter Name
	Support Qualifier
	Information Type / Legal Values
	Comment

	managedObjectClass
	M
	class
	This parameter specifies the class of the new managed object instance. 

	managedObjectInstance
	M
	DN
	This parameter specifies the instance of the managed object that is to be created and registered. This is a full DN according to 3GPP TS 32.300 [5].

	referenceObjectInstance
	O
	SS dependant
	This parameter may have a null value. When this parameter is supplied, it must specify an existing instance of a managed object, called the reference object, of the same class as the new object to be created. Attribute values associated with the reference object instance become the default values for those not specified by the attributeListIn parameter.

	attributeListIn
	M
	LIST OF SEQUENCE< attribute name, attribute value>
	This parameter may have a null value. When this parameter is supplied, it contains a list of name/value pairs specifying attribute identifiers and their values to be assigned to the new managed object. These values override the values for the corresponding attributes derived from either the reference object (if the referenceObjectInstance parameter is supplied) or the default value set specified in the definition of the managed object’s class.  


5.4.2.3
Output parameters 
	Parameter name
	Support Qualifier
	Matching Information / Legal Values
	Comment

	attributeListOut
	M
	LIST OF SEQUENCE< attribute name, attribute value>
	This list of name/value pairs contains the attributes of the new managed object and the actual value assigned to each. 

	status
	M
	ENUM (OperationSucceeded, OperationFailed)
	An operation may fail because of a specified or unspecified reason.


5.4.2.4
Results
In case of success, the ManagedEntity instance has been created with the supplied DN. In case of failure, a specified or unspecified reason may be provided in the Output parameters.
5.4.3
getMOIAttributes operation

5.4.3.1
Definition

This operation is invoked by getMOIAttributes operation service consumer to request the retrieval of management information (Managed Object attribute names and values) from the MIB maintained by getMOIAttributes operation service provider. One or several Managed Objects may be retrieved - based on the containment hierarchy.


A SS may choose to split this operation in several operations (e.g. operations to get "handlers" or "iterators" to Managed Objects fulfilling the scope/filter criteria and other operations to retrieve attribute names/values from these "handlers"). 

5.4.3.2
Input Parameters

	Name
	Qualifier
	Information Type
	Comment

	baseObjectInstance
	M
	DN
	The MO instance that is to be used as the starting point for the selection of managed objects to which the filter (when supplied) is to be applied. This is a full DN according to 3GPP TS 32.300 [5].

	scope
	M
	 SEQUENCE <

ENUM {

BASE_ONLY, BASE_NTH_LEVEL,
BASE_SUBTREE,
BASE_ALL},

Level>

Note: the Level contains valid information if BASE_NTH_LEVEL or BASE_SUBTREE is used.
	This parameter defines how many levels of the containment hierarchy to select for the filter. 

The selection starts from the base object given by the baseObjectInstance parameter. Its level is considered to be at zero.

 The levels of selection that may be performed are:

· BASE_ONLY: select the base object value of Level is ignored;;

· BASE_NTH_LEVEL: select  all nth level (indicated by the value of Level) subordinate objects;
· BASE_SUBTREE: select the base object and all of its subordinates down to and including the nth level;
· BASE_ALL: select the base object and all of its subordinates; value of Level is ignored.

	filter
	M
	See Comment.
	This parameter defines a filter test to be applied to the selected (see scope) MOs. If the filter is empty, all selected MOs are used.

The actual syntax and capabilities of the filter is SS specific. However, each SS should support a filter consisting of one or several assertions that may be grouped using the logical operators AND, OR and NOT. Each assertion is a logical expression of attribute existence, attribute value comparison ("equal to X, less than Y" etc.) and MO Class.

	attributeListIn
	M
	LIST OF attribute name.
	This parameter identifies the attributes to be returned by this operation. An empty list means "Return all attributes". 


5.4.3.3
Output Parameters

	Name
	Qualifier
	Matching Information
	Comment

	managedObjectClass
	M
	ManagedEntity class
	For each returned MO: The class of the MO.

	managedObjectInstance
	M
	ManagedEntity DN
	For each returned MO: The name of the MO. This is a full DN according to 3GPP TS 32.300 [5].

	attributeListOut
	M
	LIST OF SEQUENCE< attribute name, attribute value >
	For each returned MO: A list of name/value pairs for MO.

	status
	M
	ENUM (OperationSucceeded, OperationFailed)
	An operation may fail because of a specified or unspecified reason.


5.4.3.4
Results
In case of success, all of the ManagedEntity instances selected for retrieval are returned. In case of failure, a specified or unspecified reason may be provided in the Output parameters.
5.4.4
modifyMOIAttributes operation
5.4.4.1
Description

This service operation is invoked by modifyMOIAttributes operation service consumer to request the modification of one or more Managed Object instances from modifyMOIAttributes operation service producer. Attributes of one or several Managed Objects may be modified.
5.4.4.2
Input parameters 
	Parameter Name
	Support Qualifier
	Information Type / Legal Values
	Comment

	baseObjectInstance
	M
	DN
	The MO instance that is to be used as the starting point for the selection of managed objects to which the filter (when supplied) is to be applied. This is a full DN according to 3GPP TS 32.300 [5].

	scope
	M
	See corresponding parameter in getMOIAttributes.
	See corresponding parameter in getMOIAttributes.

	filter
	M
	See comment.
	See corresponding parameter in getMOIAttributes.

	modificationList
	M
	LIST OF SEQUENCE  <attribute identifier, [attribute values], ENUM( replace, add values, remove values, set to default)>

See Comment for when attribute values are require and when they are optional.
	This parameter contains a set of attribute modification specifications, each of which contains:

1). attribute identifier: the identifier of the attribute whose value(s) is (are) to be modified.

2). attribute value:  the value(s) to be used in the modification of the attribute. The use of this parameter is defined by the modify operator. This parameter is optional when the set to default modify operator is specified and if supplied, shall be ignored.

3). modify operator: the way in which the attribute values(s) (if supplied) is(are) to be applied to the attribute. The possible operators are:

a) replace: the attribute value(s) specified shall be used to replace the current values(s) of the attribute;

b) add values: the attribute values(s) specified shall be added to the current value(s) of the attribute. This operator shall only be applied to a set-valued attribute and shall perform a set union (in the mathematical sense) between the current values(s) of the attribute and the attribute value(s) specified. Value(s) specified in the attribute value parameter which is(are) already in the current values of the attribute shall not cause an error to be returned.

c) remove values: the attribute value(s) specified shall be removed from the current values(s) of the attribute. This operator shall only be applied to a set-valued attribute and shall perform a set difference (in the mathematical sense) between the current value(s) of the attribute and the attribute values(s) specified. Value(s) specified in the attribute value parameter which is(are) not in the current value(s) of the attribute shall not cause an error to be returned;

d) set to default:  when this operator is applied to a single-valued attribute, the value of the attribute shall be set to its default value. When this operator is applied to a set–valued attribute, the value(s) of the attribute shall be set to their default value(s) and only as many values as defined by the default shall be assigned. If there is no default value defined, an error shall be returned.

Note: Set is used here in the mathematical sense so that a set-valued attribute is an unordered set of unique values.

The modify operator is optional, and if it is not specified, the replace operator shall be assumed.

The modificationList parameter contains a single set of attribute modification specifications and this same set is applied to each MO instance to be modified..


5.4.4.3
Output parameters 
	Parameter name
	Support Qualifier
	Matching Information / Legal Values
	Comment

	modificationListOut
	M
	LIST OF SEQUENCE< ManagedEntity DN, ManagedEntity class, LIST OF SEQUENCE< attribute name, attribute value >>


	This parameter will provide for each managed object instance the full DN of the managed object instance, the managedObjectClass, and a list of name/value pairs with the values of all the attributes of the modified managed object instance after modification. The form of this information is SS dependant and may be provided in one or many data structures. 

	status
	M
	ENUM (OperationSucceeded, OperationFailed, OperationPartiallySucceeded)
	An operation may fail because of a specified or unspecified reason and no attributes have been updated. The operation is only successful if all specified attributes of all selected objects are actually modified.  Otherwise, the operation is partially successful.


In lieu of a synchronization parameter, best effort synchronization will apply; that is, all managed objects selected for this operation will perform the operation if possible regardless of whether some managed objects fail to perform it.
5.4.4.4
Results
In case of success, all of the ManagedEntity instances selected for modification are modified. In case of failure, a specified or unspecified reason may be provided in the Output parameters.
5.4.5
deleteMOI operation
5.4.5.1
Description

This service operation is invoked by deleteMOI operation service consumer to request the deletion of one or more Managed Object instances in the MIB maintained by the deleteMOI operation service provider. 

5.4.5.2
Input parameters 
	Parameter Name
	Support Qualifier
	Information Type / Legal Values
	Comment

	baseObjectInstance
	M
	DN
	The MO instance that is to be used as the starting point for the selection of managed objects to which the filter (when supplied) is to be applied. This is a full DN according to 3GPP TS 32.300 [5].

	scope
	M
	See corresponding parameter in getMOIAttributes.
	See corresponding parameter in getMOIAttributes.

	filter
	M
	See comment.
	See corresponding parameter in getMOIAttributes.


5.4.5.3
Output parameters 
	Parameter name
	Support Qualifier
	Matching Information / Legal Values
	Comment

	deletionList
	M
	LIST OF SEQUENCE< ManagedEntity DN, ManagedEntity class name>
	If the base object alone is specified, then this parameter is optional; otherwise it contains a list of managedObjectInstance/managedObjectClass pairs identifying the managed objects deleted.

	status
	M
	ENUM (OperationSucceeded, OperationFailed, OperationPartiallySucceeded)
	An operation may fail because of a specified or unspecified reason. The operation is partially successful if some, but not all, objects selected to be deleted are actually deleted.


In lieu of a synchronization parameter, best effort synchronization will apply; that is, all managed objects selected for this operation will perform the operation if possible regardless of whether some managed objects fail to perform it.
5.4.5.4
Results
In case of success, all of the ManagedEntity instances selected for deletion are deleted. In case of failure, a specified or unspecified reason may be provided in the Output parameters.
5.5
Provisioning service for sub-network

The components of provisioning service for sub-networks are listed in table 5.5-1.
Table 5.5-1: Components of provisioning service for sub-network

	Management service
	Management service component type A
	Management service component type B

	Provisioning for sub-networks
	createMOI operation
	IOC(s) of sub-network, as defined in TS 28.541 [3]

	
	modifyMOIAttributes operation
	

	
	getMOIAttributes operation
	

	
	deleteMOI operation
	


6
Information Model definitions

6.1
General

6.2
Network slice information model
6.2.1
Information entities imported and local labels

	Label reference
	Local label

	3GPP TS 28.622 [11], IOC, Top
	Top

	3GPP TS 28.622 [11], IOC, SubNetwork
	SubNetwork

	3GPP TS 28.622 [11], IOC, ManagedFunction
	ManagedFunction


6.2.2
Class diagram
6.2.2.1
Relationships
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Figure 6.2.X.1-1: Network slice NRM containment/naming relationship

NOTE 1:
The <<OpenModelClass>> NetworkService and <<OpenModelClass>> VNF are defined in [12].
NOTE 2:
The target Network Service (NS) instance represents a group of VNFs and PNFs that are supporting the source network slice subnet instance.

Editor’s Note: It is FFS whether each instance of NetworkSliceSubnet IOC can be associated with multiple instance of NetworkService.
6.2.2.2
Inheritance
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Figure 6.2.X.2-1: Network slice inheritance relationship

6.2.3
Class definitions
Editor’s Note: Whether to put the content of clause 6.2.3 in TS 28.532 or other NRM specification depends on the ongoing discussion of restructure of 5G specifications.

6.2.3.1
Network slice

This IOC represents the properties of network slice instance in 5G network. For more information about the network slice instance, see 3GPP TS 28.531 [5].

6.2.3.1.1
Attributes
	Attribute name
	Support Qualifier
	isReadable
	isWritable
	isInvariant
	isNotifyable

	nSSIId
	M
	M
	-
	-
	M

	serviceProfileList
	M
	M
	M
	-
	M

	sST
	M
	M
	M
	-
	M

	operationalState
	M
	M
	-
	-
	M

	administrativeState
	M
	M
	M
	-
	M


6.2.3.2
Network slice subnet

This IOC represents the properties of network slice subnet instance in 5G network. For more information about the network slice subnet instance, see 3GPP TS 28.531 [5].

6.2.3.2.1
Attributes
	Attribute name
	Support Qualifier
	isReadable
	isWritable
	isInvariant
	isNotifyable

	mFIdList
	M
	M
	-
	-
	M

	constituentNSSIIdList
	M
	M
	-
	-
	M

	State
	M
	M
	M
	-
	M

	nsInfo
	CM
	M
	-
	-
	M

	sliceProfileList
	M
	M
	M
	-
	M

	sST
	M
	M
	M
	-
	M


6.2.3.2.2
Attribute constraints

	Name
	Definition

	nsInfo  CM
	It shall be supported if the NSS instance is realized in the virtualized environment. Otherwise this attribute shall be absent.


6.2.3.3
ServiceProfile

This <<DataType>> represents the properties of network slice related requirement should be supported by the network slice instance in 5G network.

6.2.3.3.1
Attributes
	Attribute name
	Support Qualifier
	isReadable
	isWritable
	isInvariant
	isNotifyable

	serviceProfileId
	M
	M
	-
	M
	M

	nSSAI
	M
	M
	M
	-
	M

	pLMNId
	M
	M
	M
	-
	M

	perfReq
	M
	M
	M
	-
	M

	maxNumberofUEs
	O
	M
	M
	-
	M

	coverageAreaTAList
	O
	M
	M
	-
	M

	latency
	O
	M
	M
	-
	M

	uEMobilityLevel
	O
	M
	M
	-
	M

	resourceSharingLevel
	O
	M
	M
	-
	M


6.2.3.4
SliceProfile

This <<DataType>> represents the properties of network slice subnet related requirement should be supported by the network slice subnet instance in 5G network.

6.2.3.4.1
Attributes
	Attribute name
	Support Qualifier
	isReadable
	isWritable
	isInvariant
	isNotifyable

	sliceProfileId
	M
	M
	-
	M
	M

	nSSAI
	M
	M
	M
	-
	M

	pLMNId
	M
	M
	M
	-
	M

	perfReq
	M
	M
	M
	-
	M

	maxNumberofUEs
	O
	M
	M
	-
	M

	coverageAreaTAList
	O
	M
	M
	-
	M

	latency
	O
	M
	M
	-
	M

	uEMobilityLevel
	O
	M
	M
	-
	M

	resourceSharingLevel
	O
	M
	M
	-
	M


6.3
Attribute definition

6.3.1
Attribute properties
	Attribute Name
	Documentation and Allowed Values
	Properties

	nSSIId
	An attribute whose "name+value" can be used as an RDN when naming an instance of the managednetworkslicesubnet. This RDN uniquely identifies the managednetworkslicesubnet instance within the scope of its containing (parent) object instance.
	type: DN

multiplicity: 1

isOrdered: N/A

isUnique: N/A

defaultValue: None

allowedValues: N/A

isNullable: False

	serviceProfileId
	A unique identifier of property of network slice related requirement should be supported by the network slice instance.
	type: String

multiplicity: 1

isOrdered: N/A

isUnique: N/A

defaultValue: None

isNullable: True

	sliceProfileId
	A unique identifier of the property of network slice subnet related requirement should be supported by the network slice subnet instance.
	type: String

multiplicity: 1

isOrdered: N/A

isUnique: N/A

defaultValue: None

isNullable: True

	constituentNSSIList
	It is a list of DN of MOI(s) for the constituent NSSI associated with the network slice subnet instance.
	type: DN

multiplicity: *

isOrdered: N/A

isUnique: N/A

defaultValue: None

allowedValues: N/A

isNullable: False

	mFList
	It is a list of DN of the MOI(s) for the NF instances associated with the network slice subnet instance.
	type: DN

multiplicity: *

isOrdered: N/A

isUnique: N/A

defaultValue: None

allowedValues: N/A

isNullable: False

	operationalState
	It indicates the operational state of the NSI. It describes whether or not the resource is physically installed and working.

allowedValues: “Enabled”, “Disabled”.

The meaning of these values is as defined in [14] and [15].


	type: String

multiplicity: 1

isOrdered: N/A

isUnique: N/A

defaultValue: None 

isNullable: False

	administrativeState
	It indicates the administrative state of the NSI. It describes the permission to use or prohibition against using the NSl imposed through the OAM services.

allowedValues: "Locked", or "Unlocked" 

The meaning of these values is as defined in [14] and [15].


	type: String

multiplicity: 1

isOrdered: N/A

isUnique: N/A

defaultValue: None 

isNullable: False

	nsInfo
	This attribute contains the NsInfo of the NS instance corresponding to the network slice subnet instance. The NsInfo is described in clause 8.3.3.2.2 of ETSI GS NFV-IFA 013 [10].
	type: String

multiplicity: *

isOrdered: N/A

isUnique: True

defaultValue: No default value

isNullable: True

	mNSIId
	An attribute uniquely identifies the network slice instance.
	type: String

multiplicity: 1

isOrdered: N/A

isUnique: N/A

defaultValue: None

allowedValues: N/A

isNullable: False

	pLMNId
	This parameters specifies the PLMN to be associated with the network slice instance.

PLMN-Id= Mobile Country Codes (MCC)|| Mobile Network Codes(MNC) (Ref. 3GPP TS 23.003 [9])
allowedValues: The PLMN Identifier is composed of a Mobile Country Code (MCC) and a Mobile Network Code (MNC).
	type: <<dataType>>

multiplicity: 1

isOrdered: N/A

isUnique: N/A

defaultValue: None

allowedValues: N/A

isNullable: False

	perfReq
	This parameter specifies the requirements to the NSI in terms of the scenarios defined in the TS 22.261 [7], such as Experienced data rate, Area traffic capacity (density) information of UE density.
It is a structure containing the following elements:

-
list of perfRequirements

Depending on the sST value, the list of perfRequirements will be
-
list of eMBBPerfReq

or
-
list of uRLLCPerfReq
or
-
list of mIoTPerfReq
NOTE: the list of mIoTPerfReq is not addressed in this document.

allowedValues:

-
list of eMBBPerfReq is a list of entries where an entry identifies the performance requirements to the NSI in terms of the scenarios defined in the Table 7.1-1 of TS 22.261 [7]. An entry has the following attributes: expDataRateDL (Integer), expDataRateUL (Integer), areaTrafficCapDL (Integer), areaTrafficCapUL (Integer), userDensity (Integer), activityFactor (Integer), uESpeed (Integer), coverage (String) (see Table 7.1-1 of TS 22.261 [7]).

-
list of uRLLCPerfReq is a list of entries where an entry identifies the performance requirements to the NSI in terms of the scenarios defined in the Table 7.2.2-1 of TS 22.261 [7]. An entry has the following attributes: e2eLatency (Integer), jitter (Integer), survivalTime (Integer), cSAvailability (Float), reliability (Float), expDataRate (Integer), payloadSize (String), trafficDensity (Integer), connDensity (Integer), serviceAreaDimension (String) (see Table 7.2-1 of TS 22.261 [7]).
NOTE: Limitation on attribute values in instances of ServiceProfile is not addressed in this document.
	type: <<dataType>>
multiplicity: *

isOrdered: N/A

isUnique: N/A

defaultValue: None

allowedValues: N/A

isNullable: False

	nSSAI
	This parameter specifies the NSSAI to be supported by the new NSI to be created or the existing NSI to be re-used.

In order to identify a Network Slice end to end, the 5GS uses information called S-NSSAI (Single Network Slice Selection Assistance Information), an S-NSSAI is comprised of a SST (Slice/Service type) and an optional SD (Slice Differentiator) field. NSSAI is one set of S-NSSAI. See clause 5.15.2 of 3GPP TS 23.501 [8].
	type: <<dataType>>

multiplicity: *

isOrdered: N/A

isUnique: N/A

defaultValue: None

allowedValues: N/A

isNullable: False

	maxNumberofUEs
	An attribute specifies the maximum number of UEs may simultaneously access the network slice instance.
	type: Integer

multiplicity: 1

isOrdered: N/A

isUnique: N/A

defaultValue: None

allowedValues: N/A

isNullable: False

	coverageAreaTAList
	An attribute specifies a list of <TrackingArea> where the NSI can be selected.
	type: <<dataType>>

multiplicity: 1..*

isOrdered: N/A

isUnique: N/A

defaultValue: None

allowedValues: N/A

isNullable: False

	latency
	An attribute specifies the packet transmission latency (millisecond) through the RAN, CN, and TN part of 5G network and is used to evaluate utilization performance of the end-to-end network slice instance. See clause 6.3.1 of 28.554 [6].
	type: Integer

multiplicity: 1

isOrdered: N/A

isUnique: N/A

defaultValue: None

allowedValues: N/A

isNullable: False

	uEMobilityLevel
	An attribute specifies the mobility level of UE accessing the network slice instance. See 6.2.1 of TS 22.261 [7].

allowedValues: stationary, nomadic, restricted mobility, fully mobility.
	type: Enum

multiplicity: 1

isOrdered: N/A

isUnique: N/A

defaultValue: None

allowedValues: N/A

isNullable: True

	resourceSharingLevel
	An attribute specifies whether the resources to be allocated to the network slice instance may be shared with another network slice instance(s).

allowedValues: shared, non-shared.
	type: Enum

multiplicity: 1

isOrdered: N/A

isUnique: N/A

defaultValue: None

allowedValues: Yes

isNullable: True

	serviceProfileList
	It is a list of ServiceProfile supported by the network slice instance
	type: <<ServiceProfile>>
multiplicity: *
isOrdered: N/A

isUnique: N/A

defaultValue: None

allowedValues: N/A

isNullable: False

	sliceProfileList
	It is a list of SliceProfile supported by the network slice subnet instance
	type: <<SliceProfile>>
multiplicity: *
isOrdered: N/A

isUnique: N/A

defaultValue: None

allowedValues: N/A

isNullable: False

	sST
	This parameter specifies the slice/service type of the network slice.
See clause 5.15.2 of 3GPP TS 23.501 [8].
	type: Integer
multiplicity: 1
isOrdered: N/A

isUnique: N/A

defaultValue: None

allowedValues: N/A

isNullable: False


Editor’s Note: The attribute "state" is FFS and will be revisited.
6.4
BBB (Information Element name)

6.5
CCC (IE name)

6.6
……

6.7
XYZ (IE name)

Editor's NOTE: For the clause 6, where and how to document the network slicing Information Model definitions needs further discussion and will depend on the discussion result of generic specification template for stage 2 and 3.

7
Provisioning procedures of networks and network slicing

7.1
General

7.2
Procedure of Network Slice Instance Allocation
The Figure 7.2-1 illustrates the procedure of creating a new NSI or using an existing NSI to satisfy the required network slice related requirements. 
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Figure 7.2-1: Network Slice Instance Allocation Request procedure

1)
Network Slice Management Service Provider (NSMS_Provider) receives an AllocateNsiRequest from NS MS Consumer (NSMS_Consumer) with network slice related requirements (e.g. Area information, User Number, traffic demand, latency, whether the requested network slice instance could be shared).
2)
Based on the network slice related requirements, the NSMS_Provider decides whether to use an existing NSI or create a new NSI. If the network slice related requirements allow the requested NSI to be shared and if an existing suitable NSI can be reused, the NSMS_Provider may decide to use the existing NSI. 
3a) If using an existing NSI and the existing NSI needs to be modified to satisfy the network slice related requirements, the NSMS_Provider invokes the procedure to modify the existing NSI as described in clause 7.6.
3b-1) If creating a new NSI, the NSMS_Provider derives the network slice subnet related requirements from the received network slice related requirements. Before NSMS_Provider derives the network slice subnet related requirements, NSMS_Provider may invoke corresponding network slice subnet capability information querying procedure as descried in clause 7.7.1.
3b-2)
The NSMS_Provider invokes the NSSI allocation procedure as described in clause 7.3.

3b-3)
The NSMS_Provider creates the MOI for NSI and configures the MOI with the DN of MOI for the NSSI, other configuration information (e.g. nSSAI) may be configured for the created MOI.
Note: the detailed configuration information is described in network slice NRM.
4) The NSMS_Provider sends NSI allocation result to the NSMS_Consumer. If an existing NSI is modified or a new NSI is created successfully to satisfy the network slice related requirements, the result includes the relevant network slice instance information:

· DN of the MOI for NSI.

Otherwise the result may include the reason of failure, for example, the required latency or user number cannot be satisfied, or the physical resource is not enough.

7.3
Procedure of Network Slice Subnet Instance Allocation
The Figure 7.3-1 illustrates the procedure of creating a new network slice subnet instance or using an existing network slice subnet instance to satisfy the required network slice subnet related requirements.
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Figure 7.3-1: Network Slice Subnet Instance Allocation Request procedure

1)
Network Slice Subnet Management Service Provider (NSSMS_P) receives an AllocateNssiRequest from Network Slice Subnet Management Service Consumer (NSSMS_C) with network slice subnet related requirements (e.g. Area information, User Number, traffic demand, Qos Quality, whether the requested network slice subnet instance could be shared).

2) NSSMS_P check the feasibility of network slice subnet related requirements. If the network slice subnet related requirements can be satisfied, the following step 3) are needed, else go to step 5).
3)
Based on the network slice subnet related requirements, NSSMS_P decides whether to use an existing NSSI or create a new NSSI. If the network slice subnet related requirements allow the requested NSSI to be shared and if an existing suitable NSSI can be reused, the NSSMS_P decides to use the existing NSSI.
4.1a) If using an existing NSSI and the existing NSSI needs to be modified to satisfy the network slice subnet related requirements, the NSSMS_P invokes the procedure to modify the existing NSSI as described in clause 7.7.
4.1b.1) If creating a new NSSI, the NSSMS_P creates the MOI for the NSSI to be created. NSSMS_P derives the corresponding network slice subnet constituent (i.e. NF, constituent NSS) related requirements and transport network related requirements (e.g. 3GPP endpoint information, latency requirements, bandwidth requirements, isolation requirements) from the received network slice subnet related requirements. Before NSSMS_Provider derives the constituent network slice subnet related requirements, NSMS_Provider may invoke corresponding network slice subnet capability information querying procedure as descried in clause 7.7.1.
4.1b.2)
 If the NSSI to be created contains virtualisation part (i.e. VNF or VL), NSSMS_P derives the NS instance instantiation information (the NS instance instantiation information is described in clause 7.3.2.2 and clause 7.3.3.2 [Y]) and invokes the NS instantiation procedures to create a NS instance. NSSMS_P configures the NSS MOI with the NS instance identifier.

Note: NS instantiation procedure is described in TS 28.526 [2].
4.1b.3) For each required NSSI constituent, the following step 4.1b.3a) and 4.1b.3b) are needed:

4.1b.3a) If the required NSSI constituent is constituent NSSI, NSSMS_P invokes NSSI Allocation Procedure.

4.1b.3b) If the required NSSI constituent is NF instance, NSSMS_P invokes NF Creation Procedure as described in clause 7.10 or NF Modification Procedure as described in clause 7.11.

4.1b.4)

NSSMS_P configures the MOI for NSSI with the DN of the MOI for NSSI constituent (i.e. NF, constituent NSSI).
4.1b.5)

For each required transport network related requirements, NSSMS_P invokes corresponding procedure of coordination with relevant TN Manager to handle the TN part as described in clause 7.9.
5)
The NSSMS_P sends the NSSI allocation result to the NSSMS_C. If the NSSI is created successfully, the result includes the relevant constituent network slice subnet instance information:

· DN of the MOI for NSSI.

· NS instance Info (e.g. NSinstanceId)
Otherwise the result may include the reason of failure, for example, the required latency or user Number cannot be satisfied, or the physical resource is not enough.

7.4
Procedure of Network Slice Instance Deallocation
Figure 7.4-1 depicts the procedure of deallocating a network slice instance by the network slice management service provider to satisfy the NSI deallocation request received from an authorized consumer.
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Figure 7.4-1: Network slice instance deallocation procedure

1) The network slice management service provider (NSMS_P) receives a NSI deallocation request from network slice management service consumer (NSMS_C) indicating that the NSI is no longer needed for the consumer.

2) The NSMS_P sends the NSI deallocation request to NSMS_C.

3) The NSMS_P may decide to terminate the NSI, then it invokes the NSSI deallocation procedure as described in clause 7.5.

4) The NSMS_P may decide not to terminate the NSI but to modify the NSI, then it invokes the NSI modification procedure as described in clause 7.6.

7.5
Procedure of Network Slice Subnet Instance Deallocation
Figure 7.5-1 depicts the procedure of deallocating a network slice subnet instance by the network slice subnet management service provider to satisfy the NSSI deallocation request received from an authorized consumer.
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Figure 7.5-1: Network slice subnet instance deallocation procedure

1) The network slice subnet management service provider (NSSMS_P) receives NSSI deallocation request from network slice subnet management service consumer (NSSMS_C).

2) NSSMS_P sends response of NSSI deallocation service to NSSMS_C.

3-a) NSSMS_P may decide to terminate the NSSI, it invokes (constituent) NSSI deallocation procedure as described in clause 7.5 if the NSSI consists of constituent NSSI.
3-b) NSSMS_P invokes NF deletion procedure as described in clause 7.12 or NF modification procedure as described in clause 7.11 if the NSSI consists of NFs.

3-c) NSSMS_P invokes TN related coordination procedure with responsible manager as described in clause 7.9 if NSSI consists of TN part.

3-d) NSSMS_P invokes NS termination procedure if the NSSI contains virtualized part.

Note: NS termination procedure is described in TS 28.526[X].
4) NSSMS_P may decide not to terminate the NSSI, it invokes NSSI modification procedure as described in clause 7.7.

7.6
Procedure of Network Slice Instance Modification
The Figure 7.6-1 illustrates the procedure of modifying an existing NSI.
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Figure 7.6-1: Network Slice Instance Modification Request procedure

1)
Network Slice Management Service Provider (NSMS_P) receives a ModifyNsiRequest from Network Slice Management Service Consumer (NSMS_C) with the management identifier of NSI and the new network slice related requirements.
2)
Based on the new network slice related requirements, NSMS_P invokes the feasibility check procedure. If the modification requirements can be satisfied, go to step 3), else go to step 5). 
3) NSMS_P decomposes the NSI modification request into NSSI modification request(s), i.e., generating the new network slice subnet related requirements for each NSSI if needed. 

4) NSMS_P, as the role of Network Slice Subnet Management Service Consumer (NSSMS_C), invokes the NSSI modification procedure.
5) NSMS_P sends NSI modification result to NSMS_C.
7.7 Procedure of Network Slice Subnet Instance Modification
The Figure 7.7-1 illustrates the procedure of modifying an existing NSSI.
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Figure 7.7-1: Network Slice Subnet Instance Modification Request procedure

1)
Network Slice Subnet Management Service Provider (NSSM_SP) receives a ModifyNssiRequest from Network Slice Subnet Management Service Consumer (NSSM_SC) with the management identifier of NSSI and the new network slice subnet related requirements.
2)
Based on the new network slice subnet related requirements, NSSM_SP invokes the feasibility check procedure. If the modification requirements can be satisfied, go to step 3), else go to step 5).

3) NSSM_SP decomposes the NSSI modification request into modification requests for each NSSI constituent.
4a) If the requested NSSI constituent is constituent NSSI, NSSM_SP invokes NSSI modification procedure as described in clause 7.7.

4b) If the requested NSSI constituent is NF instance, NSSM_SP invokes NF creation procedure as described in clause 7.10 or NF modification procedure as described in clause 7.11.

4c)
If the NSSI contains the virtualized part, NSSM_SP invokes the NS instance scaling and/or NS instance updating and/or NS instance instantiation procedure as described in TS 28.526 [2].

4d) If the NSSI contains the TN part, NSSM_SP invokes the TN related coordination procedure as described in clause 7.9.

5) NSSM_SP sends NSSI modification results to NSSM_SC.  

7.8
Procedure of Obtaining Network Slice Subnet Capability
The clause illustrates possible procedures of obtaining network slice subnet capability information (e.g. supported maximum latency, supported capacity (e.g. maximum user number)) of network slice subnet instance(s) which can be provided by network slice subnet management service provider. 
Editor’s Note: it is FFS for the detailed information of network slice subnet capability information of NSSI (s) provided by network slice subnet management service provider.
7.8.1
Querying Network Slice Subnet Capability Information
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Figure 7.8-1 Procedure of querying network slice subnet capability information

1)
Network Slice Subnet Management Service Consumer (NSSMS_C) wants to query the NSS capability information of the NSSI(s) which can be provided by corresponding Network Slice Subnet Management Service Consumer (NSSMS_P), NSSMS_C sends NSS capability querying request to NSSMS_P to obtain the NSS capability information of the NSSI(s) which can be provided by corresponding NSSMS_P.

2)
NSSMS_P processes the NSS capability information querying request.

3)
NSSMS_P sends the NSS capability information (e.g. supported maximum latency, supported capacity (e.g. user number)) of NSSI(s) that can be provided by itself to NSSMS_C.

7.8.2
Notify Network Slice Subnet Capability Information
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Figure 7.8-2 Procedure of notifying network slice subnet capability information

1)
NSSMS_C wants to subscribe the change notification of NSS capability information of the NSSI(s) can be provided by NSSMS_Provider, NSSMS_C sends NSS Capability change subscription request to NSSMS_P to subscribe the NSS capability information change notification.

2)
NSSMS_P sends the subscribe response to NSSMS_C.
3)
NSS capability information of the NSSI(s) can be provided by NSSMS_P changes.

4)
NSSMS_P notify NSSMF_C with the NSS capability information (e.g. supported maximum latency, supported capacity (e.g. user number)) of NSSI(s) which can be provided by itself.

7.9
Procedure of TN coordination supporting network slicing
7.9.1
Introduction
This clause describes procedures of coordination with TN Manager to handle TN part supporting network slicing. 

Editor’s Note:  Currently addresses only interactions with NFVO as TN manager. Additional interactions specific for particular types of TN Manager (e.g. Optical, IP bearer transport network, etc.) are FFS and may be addressed based on the collaboration with other SDOs
7.9.2
Interaction with NFVO as TN Manager

This clause considers the procedure of interaction between the 3GPP management system and the NFVO, which behaves as TN Manager, to satisfy the TN related requirements for the virtual links used in NSSI. The procedure is applicable to creation and modification of the NSSI.
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Figure 7.9.2-1: Interaction with NFVO as TN manager to support network slicing

1)
Network Slice Subnet Management Service Provider (NSSMS_P) derives the TN related requirements (e.g. 3GPP endpoint information, latency requirements, bandwidth requirements, isolation requirements) for the TN part to be used in the NSSI.
2) To satisfy the TN related requirements NSSMS_P invokes the corresponding NS instance lifecycle management procedures as described in TS 28.526 [2]. 

3) After the NFVO executes the requested operation, it sends the corresponding notification to the NSSMS_P as described in TS 28.526 [2].
7.10 Procedure of NF instance creation
The Figure 7.10-1 illustrates the procedure of creating a new network function instance to satisfy the required network function related requirements.
[image: image14.png]NFMS_P

NFMS_C

| 1. CreateNfRequest 1
L CreatehfRequest )

3. UNF Package Lifecycle management procedure

\ 4.VNF Lifecycle management procedure

1 5. Creates the MOl for the NF instance
1.6. Configure the MOI for the NF instance

[

7. CreatenfResponse




Figure 7.10-1: Network Function Instance Creation procedure
1)
Network Function Management Service Provider (NFMS_P) receives a CreateNfRequest from Network Function Management Service Consumer (NFMS_C) with network function related requirements (i.e. Configuration information).

Note: The configuration information of 5GC and NG-RAN is defined in TS 28.543 [4] and TS 28.541[3].

2)
If NF instance to be created contains virtualized part, NFMS_P derives the requirements for VNF instance based on the network function related requirements.

3)
If corresponding VNF Package needs to be on-boarded or changed, the NFMS_P invoke corresponding VNF Package management procedure as described in clause 4.3 in TS 28.526 [2].

4)
The NFMS_P invokes VNF lifecycle management with requirements for VNF instance as descried in clause 4.2.2.2 in TS 28.526 [2].
5)
The NFMS_P creates the MOI for the NF instance to be created.

6)
The NFMS_P configures the new created MOI with corresponding configuration information.

7) The NFMS_P sends the CreateNfResponse to NFMS_C with identifier of MOI for NF instance.

7.11
Procedure of NF instance modification
The Figure 7.11-1 illustrates the procedure of modify NF instance.
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Figure 7.11-1: Network Function Instance Modify procedure
1)
Network Function Management Service Provider (NFMS_P) receives a ModifyNfRequest from Network Function Management Service Consumer (NFMS_C) with Identifier of MOI for NF instance and network function related requirements (i.e. Configuration information).

Note: The configuration information of 5GC and NG-RAN is defined in TS 28.543 [4] and TS 28.541[3].

2) If NF instance contains virtualized part, NFMS_P checks whether corresponding VNF instance needs to be scaled to satisfy the network function related requirements.

3)
If corresponding VNF instance needs to be scaled, NFMS_P invokes corresponding VNF instance scaling procedure as described in clause 4.2.3 in TS 28.526 [2].

4) NFMS_P reconfigures corresponding MOI for the NF instance.

5) The NFMS_P sends the ModifyNfResponse to NFMS_C.

7.12
Procedure of NF instance deletion
The Figure 7.12-1 illustrates the procedure of deleting NF instance.
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Figure 7.12-1: Network Function Instance Deletion procedure
1)
Network Function Management Service Provider (NFMS_P) receives DeleteNfRequest from Network Function Management Service Consumer (NFMS_C) with Identifier of MOI for NF instance.

2)
If the NF instance contains virtualized part, NFMS_P invokes VNF instance termination procedure as described in clause 4.2.4 in TS 28.526 [2].

3)
NFMS_P deletes the MOI for the NF instance.

4)
NFMS_P sends the DeleteNfResponse to NFMS_C.

7.13
Procedure of reservation and checking feasibility of NSI
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Figure 7.13-1 Network slice feasibility check procedure

1)
Network Slice Management Service Provider (NSMS_Provider) receives a provisioning NSI request (e.g., AllocateNsiRequest, ModifyNsiRequest) from Network Slice Management Service Consumer (NSMS_Consumer) with network slice related requirements (e.g. Area information, User Number, traffic demand, QoS Quality, whether the requested network slice instance could be shared).

2)
[Optional] NSMS_Provider may request information and updates from NSSMS_Provider and Other_MS_Provider regarding the resources. 

3) NSMS_Provider sends reservation requests to Network Slice Subnet Management Service Provider (NSSMS_Provider) and (if needed) Other Management Service Providers (Other_MS_Provider), e.g., MANO, TN manager. NSMS_Provider receives responses with information regarding allocated resources, e.g., their availability, identification information of reserved resources and so on. 

4)
A reservation request to NSSMS_Provider can trigger NSSI feasibility checking. 
5)
NSMS_Provider evaluates the responses to determine if the network slice requirements can be satisfied.
6)
If feasible, 

6.a)
NSMS_Provider is ready for provisioning.

6.b)
[Optional] Acknowledgement regarding reservation check results can be sent to NSMS_Customer.

7)
If not feasible, 

7.a)
NSMS_Provider cancels reservations, optionally may receive acknowledgement.

7.b)
NSMS_Provider is not ready for provisioning.

7.c) 
NSMS_Provider may send negative acknowledgement regarding results of reservation check to NSMS_Customer.
Editor’s Note: The use of the word ‘feasibility/reservation’ should be further revised and aligned in other places in the TS where they occur.
7.14
Procedure of reservation and checking feasibility of network slice subnet
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Figure 7.14-1 Network slice subnet feasibility check procedure

1)
Network Slice Subnet Management Service Provider (NSSMS_Provider) receives a provisioning NSSI request (e.g., AllocateNssiRequest, ModifyNssiRequest) from Network Slice Subnet Management Service Consumer (NSSMS_Consumer) with network slice subnet related requirements (e.g. Area information, User Number, traffic demand, QoS Quality, whether the requested network slice instance could be shared). The request is evaluated and initial resources to be allocated are identified.

2) [Optional] NSSMS_Provider may request information and updates from NSSMS_Provider and Other_MS_Provider regarding the resources.  

3)
NSSMS_Provider sends reservation requests to Other Management Service Providers (Other_MS_Provider), e.g., MANO, TN manager. NSSMS_Provider receives responses with information regarding reserved resources, e.g., their availability, identification information of reserved resources and so on. 

4)
NSSMS_Provider evaluates the responses to determine if the network slice subnet requirements can be satisfied.
5)
If feasible, 

5.a)
NSSMS_Provider is ready for provisioning.

5.b)
[Optional] Acknowledgement regarding reservation check results can be sent to NSSMS_Customer.

6)
If not feasible, 

6.a)
NSSMS_Provider cancels reservations, optionally may receive acknowledgement.

6.b)
NSSMS_Provider is not ready for provisioning.

6.c) 
NSSMS_Provider may send negative acknowledgement regarding results of reservation check to NSSMS_Customer.
Editor’s Note: The use of the word ‘feasibility/reservation’ should be further revised and aligned in other places in the TS where they occur.
7.15
Procedure of network slice capacity planning
The Figure 7.15-1 illustrates the procedure of capacity planning of network slices (including both NSIs and NSSIs).
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Figure 7.15-1: Network slice resource capacity planning procedure
1)
Network Slice Management Service Provider (NSMS_P) receives CapacityPlanningRequest from Network Slice Management Service Consumer (NSMS_C). 
2a)
NSMS_P checks feasibility.

2b) NSMS_P obtains slice provisioning requirements, existing active or non-active NSI and/or NSSI resource information, and performance measurement data. 
3a) NSMS_P requests resource capability optimization calculation to the Other_MS_Provider.

3b) Other_MS_Provider performs resource capacity planning process based on the information obtained from step 2.

 Other_MS_Provider can be a capability of NSMS_Provider or external management entities.

4)
NSMS_P proceeds with network slice (NSI and/or NSSI) provisioning or modification processes (loop of 4a – 4d) until it meets the resource capacity optimization objective.
5)
NSMS_P updates capacity availability information after provisioning or modification processes.

6)
NSMS_P returns the resource capacity planning results to NSMS_C.

8
RESTful HTTP-based solution set

8.1
Mapping of operations

8.1.1
Introduction

Table 8.1.1-1: Mapping of IS operations to SS equivalents

	IS operation
	HTTP Method
	Resource URI
	Qualifier

	createMOI
	PUT
	ObjectManagement/{DN}
	M

	getMOIAttributes
	GET
	ObjectManagement/{DN}
	M

	modifyMOIAttributes
	PATCH
	ObjectManagement/{DN}
	M

	deleteMOI
	DELETE
	ObjectManagement/{DN}
	M


8.1.2
Operation <createMOI>
This operation is to create a Managed Object instance in the MIB maintained by the service provider.

8.1.3
Operation <getMOIAttributes>

This operation is to retrieve management information (Managed Object attribute names and values) from the MIB maintained by the service provider.

8.1.4
Operation <modifyMOIAttributes>

This operation is to modify a Managed Object instance.

8.1.5
Operation <deleteMOI>

This operation is to delete a Managed Object instance in the MIB maintained by the service provider.

8.2
Resources

8.2.1
Resource definitions

8.2.1.1

Resource <MOI>
8.2.1.1.1
Description
An MOI is an instance of a Managed Object Class (MOC) representing the management aspects of a Network Resource. Its representation is a technology specific software object.
8.2.1.1.2
URI
URI = http://{URI authority}/ObjectManagement/{DN}
The URI authority is defined by the service provider.

8.2.1.1.3
HTTP methods

8.2.1.1.3.1
<PUT>

This method shall support the parameters specified in table 8.2.2.1.3.1-1.

Table 8.2.2.1.3.1-1: Parameters supported by <PUT> on this resource
	Name
	Data type
	P
	Cardinality
	Description

	attributeListIn
	LIST OF SEQUENCE< attribute name, attribute value>
	M
	
	This parameter may have a null value. When this parameter is supplied, it contains a list of name/value pairs to be assigned to the new MO. 


This method shall support the response parameters specified in table 8.2.2.1.3.1-2.

Table 8.2.2.1.3.1-2: Response parameters supported by <PUT> on this resource
	Name
	Data type
	P
	Cardinality
	Description

	href
	URI
	M
	
	HTTP reference to an MOI resource.

	attributeListOut
	LIST OF SEQUENCE< attribute name, attribute value>
	M
	
	For each returned MO: A list of name/value pairs for MO.

	status
	HTTP response code
	M
	
	HTTP response code 200 indicates “OperationSucceeded”.

All other HTTP response codes indicate “OperationFailed”.


8.2.1.1.3.2
<GET>

This method does not support any input parameters.

This method shall support the response parameters specified in table 8.2.1.1.3.2-2.

Table 8.2.1.1.3.2-2: Response parameters supported by the <GET> on this resource
	Name
	Data type
	P
	Cardinality
	Description

	href
	URI
	M
	
	HTTP reference to an MOI resource.

	attributeListOut
	LIST OF SEQUENCE< attribute name, attribute value >
	M
	
	For each returned MO: A list of name/value pairs for MO.

	status
	HTTP response code
	M
	
	HTTP response code 200 indicates “OperationSucceeded”.

All other HTTP response codes indicate “OperationFailed”.


8.2.1.1.3.3
<PATCH>

This method shall support the parameters specified in table 8.2.1.1.3.3-1.
Table 8.2.1.1.3.3-1: Parameters supported by the <PATCH> on this resource
	Name
	Data type
	P
	Cardinality
	Description

	attributeListIn
	LIST OF SEQUENCE< attribute name, attribute value>
	M
	
	This parameter contains a list of attribute name/value pairs to be modified.




This method shall support the response parameters specified in table 8.2.1.1.3.3-2.

Table 8.2.1.1.3.3-2: Response parameters supported by the <PATCH> on this resource
	Name
	Data type
	P
	Cardinality
	Description

	href
	URI
	M
	
	HTTP reference to an MOI resource.

	attributeListOut
	LIST OF SEQUENCE< attribute name, attribute value >
	M
	
	For each returned MO: A list of name/value pairs for MO returns only updated fields, the consumer could know which fields were updated in the provider.

	status
	HTTP response code
	M
	
	HTTP response code 200 indicates “OperationSucceeded”.

All other HTTP response codes indicate “OperationFailed”.


8.2.1.1.3.4
<DELETE>

This method does not support any input parameters.
This method shall support the response parameters specified in table 8.2.1.1.3.4-2.

Table 8.2.1.1.3.4-2: Response parameters supported by the <DELETE> on this resource
	Name
	Data type
	P
	Cardinality
	Description

	status
	HTTP response code
	M
	
	HTTP response code 204 indicates “OperationSucceeded”.

All other HTTP response codes indicate “OperationFailed”.


8.3
Data type definitions

Annex A (normative): State handling
An NSI is a logical object in the management system that represents a complex grouping of resources that may be in various states. At anytime the management system needs to know the state of an NSI.

The ITU-T X.731 [15], to which [14] refers, has defined the inter-relation between the administrative state, operational state and usage state of systems in general.
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Figure B.1: Combined NSI state diagram

In an NSI deployment scenario, the interactions between CSMF, NSMF and NSSMF are standardized. The interactions specified under the column “The state transition events and actions” of “NSI state transition table” below must be present for the state transition.

[image: image21.png]Create NS Delete Nsi

De-activate NsI

NSI = Locked NSI = Unlocked

& Disabled

& Disabled R
Activate NS

Delete NssI

Create NssI Delete NssI Create Nssi

De-activate Nsi

NSI = Locked
&Enabled /— )\
Activate NS

NSI = Unlocked
& Enabled





Figure B.2: NSI state diagram with state transition triggers

Table B.1: The NSI state transition table

	Trigger number


	The state transition events and actions

	0
	NSMF responds positively to the “Create NSI request” message, the NSI is created and the state is set to Locked 

	1
	NSMF responds positively to the “Activate NSI request” message (identifying the NSI to be activated).

----- or ------

CM operation to set administrative state to Unlocked.

	2
	NSMF responds positively to the “De-activate NSI request” message (identifying the NSI to be de-activated).

----- or ------

CM Operation to set administrative state to Locked

	3
	When the NSI and its constituents are installed and working

NSMF receives positive response to the “Create NSSI” message (applicable to the NSI to be enabled).

	4
	When the NSI or its constituents are not installed or not working

NSMF receives positive response to the “Delete NSSI” message (applicable to the NSI to be disabled)

	5
	NSMF responds positively to the “Delete NSI request” message, the NSI is deleted and the state is set to NULL
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