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1 
Decision/action requested

The group is asked to discuss and agree on this proposal.
2
References

[1]
3GPP TR 28.801 V1.2.0 Study on management and orchestration of network slicing for next generation network

[2] 3GPP TR 28.802 V1.0.0 Study on management aspects of next generation network, architecture and features
3
Rationale

Based on the output of TR 28.801 [1], it is proposed to add the possibility to use MEC to deploy some network slices in the use case clause of new draft specification TS 28.530 which is the TS output of the new SA5 approved WI [2].
The content of his contribution also refer the content in current TR 28.802 [2], which points out the related works in MEC should be considered.
4
Detailed proposal

It is proposed to make the following changes to draft TS 28.530 [3].
	1st modified section


4.2      4
Background and concepts

4.x Network slicing deployment using edge computing

MEC (Mobile Edge Computing) is concept that enables cloud computing capabilities and a service environment at the edge of the cellular network. MEC is capable to support deployment of a network slicee.g. V2X. MEC is capable to deploy application funciontions comsuming a network slice. 
MEC as an edge computing platform which offers virtual compute, virtal storage and networking resource, is capable to support network slicing deployment and management requirements. 
	2nd modified section


5.4
High-level use cases

5.4.x MEC Use case using network slicing

	Use case stage
	Evolution/Specification
	<<Uses>>
Related use

	Goal 
	Network slicing management system can deploy and manage mobile network service in virtualization platform. MEC as virtualization environment at network edge can deploy application function that consumes this mobile network service.
	

	Actors and Roles
	NOP deploys MBB service to core network and region network as a network slice. 
NOP deploys distributed CDN service to core network and region network, which consumes communication service provided by this MBB service.
	

	Telecom resources
	Managed network slice instances at edge and core network are assumed. Distributed CDN service instances are deployed by slicing management system at the edge and core network.
	

	Assumptions
	A NOP is to deploy a MBB service which is designed and requires deploying in a few core data centers and regions data centers. Distributed CDN service is assumed to deploy at core network and edge of network. CDN service is IP protocol based application, and is designed to be part of data network served by MBB network. 
	

	Pre-conditions
	MBB service is supportive of deployment by network slice management system. CDN service is supportive of deployment in MEC platform. CDN service and MBB service can be integrately designed as subnets of an e2e network slice. The network slice subnet templates are avaible when creates NSSI.
	

	Begins when 
	The operator triggers a MBB service. In addition, the operator triggers a CDN service.
	

	Step 1 (M)
	The operator finds virtual resource in network edge and core network. For MBB service and CDN service, NSSTs are available to create NSSIs of MBB and NSSI of CDN service. 
	

	Step 2 (M)
	The operator requests instaniation operations for particular components of core network in data center, and particular components of edge network in region data center. The operator may request configurations for this particular components in MEC platform.
	

	Ends when
	After the successful deployment of the NSSIs, the operator maintains the NSSIs during the lifecycle of these NSSIs.
	

	Exceptions
	n/a
	

	Post-conditions
	Network slice subnet instances of CDN service is created and use MEC.
	

	Traceability
	Any requirements exposed by the use case.
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