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1
Decision/action requested

This is a pCR to TR 32.899 proposing the conclusion on the Network slicing topic.
2
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3
Rationale

This pCR updates the topic "Network slicing" in TR 32.899 Study on Charging Aspects of 5G System Architecture Phase 1. 

4
Detailed proposal 

	First change


5.4.4.1
Solution#4.1: Charging for UE - different architecture options 

5.4.4.1.1
Offline charging 

Figures 5.4.4.1.1.1 to 5.4.4.1.1.3 below depict the overview of high-level offline charging architecture among multiple Network Slice instances.
5.4.4.1.1.1
Option #1: The offline charging system with CDF and CGF in two separate physical elements
The Charging Trigger Function (CTF) may be hosted in the NE (e.g. SMF) in each of the Network Slice Instance. The CTF(s) per PDU Session in each NSI are collecting the information pertaining to the chargeable events, assembling this information into matching charging events and sending these charging events towards the CDF. The CDF receives the charging events from the CTF(s) per PDU Session of each NSI via the Rf reference point. It then uses the charging information in the charging events to construct CDRs. Then the CDRs are forwarded to a billing domain for subsequent offline billing processes, through the CGF acting as a gateway between the CDF and the billing domain.
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Figure 5.4.4.1.1.1: The offline charging architecture among multiple Network Slice instances-CTF Sliced
5.4.4.1.1.2
Option #2: The offline charging system with CDF integrated in the NE, CGF in a separate physical element
Both CTF(s) and CDF may be hosted in the NEs in each of the Network Slice Instance.
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Figure 5.4.4.1.1.2: The offline charging architecture among multiple Network Slice instances- CTF/CDF Sliced

5.4.4.1.1.3
Option #3: The offline charging system with CDF and CGF integrated in the NE
The CTF(s) and CDF and CGF may be hosted in the NEs in each of the Network Slice Instance.
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Figure 5.4.4.1.1.3: The offline charging architecture among multiple Network Slice instances-CTF/CDF/CTF Sliced

NOTE 1: 
The offline charging is performed separately on each NSI, i.e., the collection and report of the charging information in one NSI is independent of others.

NOTE 2: 
Charging for a UE served by only one NSI is a special case of a UE served by multiple NSIs.

5.4.4.1.2
Online charging

In the online charging process, the charging information for the network resource usage is collected concurrently with the resource usage in the same fashion as in offline charging. However, authorization for the network resource usage must be obtained by the network before the actual resource usage takes place. In case of a UE served by multiple Network Slice Instances, the credit management for each PDU session in different NSIs should be performed independently. 

5.4.4.1.2.1
Option #1: The online charging system is shared by all the Network Slice instances per PLMN

In this solution, the online charging system is shared by all the network slice instances in a PLMN. Figure 5.4.4.1.2.1.1 depicts the high-level overview of the common online charging system over multiple NSIs without including the OCS in one of Network Slice instances. In this architecture, besides collecting the charging information and forwarding the charging events to the OCF, which is the same as the offline charging, the CTF also extends to support the online charging functions described as TS 32.240 [1]. In each NSI, there may be one or more CTFs for generating the charging information. The UE identity such as SUPI, and the NSI identity such as S-NSSAI should be forward to the OCS from CTF in the specific NSI.
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Figure 5.4.4.1.2.1.1: The online charging system shared by all the Network Slice instances per PLMN

5.4.4.1.2.2
Option #2: online charging by instantiating a slice-specific OCF/RF/CGF for each Network Slice instance

In this architecture, multiple OCF/RF/CGF are instantiated in each Network Slice instance serving the UE. The OCF/RF/CGF is slice-specific and designed based on the type of Network Slice. Figure 5.4.4.1.2.2.1 shows the general deployment architecture for online charging among multiple NSIs by implementing the OCF/RF/CGF in each NSI. The CTF(s) per PDU session are hosted by the NEs (e.g. SMF) in each NSI and the credit management applies for online charging operates on a per NSI basis. If the network operator provides the multiple network slices, the ABMF should be deployed to manage the one UE's account that shared among multiple NSIs, when the UE accesses the Network Slice Instances.
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Figure 5.4.4.1.2.2.1: The online charging by instantiating a slice-specific OCF/RF/CGF for each Network Slice instance
5.4.4.3
Solution#4.3:
Charging procedure for UE served by multiple network slice instances

According to TS 23.501 [200], a single UE can simultaneously be served by one or more Network Slice instances via a 5G-AN. The following figure 5.4.4.13.1 describes the high-level charging procedure for UE served by two network slice instances simultaneously as an example. For offline and online charging, the SMF hosts the CTF in each NSI. The UE can establish one or more PDU sessions in each NSI and a corresponding charging session is established for the each established PDU session. Different Network Slice instances do not share a PDU session, though different slices may have slice-specific PDU sessions using the same DNN.
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Figure 5.4.4.1.3.1 Charging procedure for UE served by multiple Network Slice Instances

1a-1b. UE has one or more established PDU sessions in NSI 1 and NSI 2, respectively.

A-B. If the establishment of a PDU session in a NSI succeeds, a corresponding charging session between the SMF and the charging system is established for this PDU session in this NSI. The S-NSSAI is sent to the charging domain. 
C-D. if the chargeable events (from SMF or UPF) belonging to a PDU session is encountered, the corresponding charging session of this PDU session is updated.
	Next change


5.4.4.1.4
Solution evaluation

Solution#4.1 solves Key issue #4.1 (Charging for UE served by one or more Network Slice instances) and is aligned with existing charging principles. 
Compared to the option2 in clause 5.4.4.1.1.2 and option 3 in clause 5.4.4.1.1.3, the option 1 for offline charging in clause 5.4.4.1.1 is fully distributed implementation where all reference points are be implemented as physical interfaces on the NE, CDF and CGF, respectively, and re-use the existing charging mechanism. 
Compared to the option2 in clause 5.4.4.1.2.2 and option 3 in clause 5.4.4.1.2.3, the option 1 for online in clause 5.4.4.1.1.2 can reuse the existing charging mechanism. 
5.4.4.3.4
Solution evaluation

Solution#4.3 solves Key issue #4.1 (Charging for UE served by one or more Network Slice instances) and is aligned with existing charging principles. 
	Next change


5.9.5
Conclusions
It is concluded on: 

-
Solution#4.1 clause 5.4.4.1.1.1 option 1, for Key issue #4.1, 
-
Solution#4.1 clause 5.4.4.1.2.1 option 1, for Key issue #4.1, 
-
Solution # 4.3 clause 5.4.4.3 for Key issue #4.1 is selected. For the case of one UE served by multiple network slice instances, the Nch should support the charging per PDU session per network slice instance.
There is no solution for the potential requirement about charging for a CSP who utilizes a specific Network Slice instance and key issues 4.2 and it is for futher study.
Solution#4.1 option 2 in clause 5.4.4.1.1.2 and option 3 in clause 5.4.4.1.1.3 are variants for later release consideration.

Solution#4.1 option 2 in clause 5.4.4.1.2.2 is a variant for later release consideration.
	End of change
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