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1
Decision/action requested

This is a pCR to TR 32.869 for numbering of solutions and adding without DOIC offline solution 2
2
References

[1]
TR 32.869 Study on Overload control for Diameter Charging Applications
[2]
TR 29.809 Study on Diameter overload control mechanisms
3
Rationale

This pCR introduces evaluation and recommendation for overload control TR 32.869 [1].
4
Detailed proposal

The following changes are proposed to be incorporated into TR 32.869 [1].
	First change


5.2.2.1
Alternative solution #1.1: OLR with buffer mechanism

The default loss algorithm together with buffer mechanism is proposed to be alternative solution 1. The reacting node determines if overload control treatment should be applied to the request based on the OLR. One approach that could be taken for each request is to select a random number between 1 and 100. If the random number is less than or equal to the indicated reduction percentage received by the reacting node then the request is buffered, otherwise the request is given normal routing treatment. This algorithm enables request messages of the reduction percentage to be buffered. And when the overload ends, according to FIFO (first-in first-out) principle, the buffered request messages will be sent out to CDF in order. The CDF can apply existing duplicate detection and sort ACRs according to sequence number of each ACR to generate CDR. The shortage of the solution is that buffering request messages randomly may lead to additional workload on sorting ACRs in CDF.

OLR_DEFAULT_ALGO (0x0000000000000001) of OC-Feature-Vector AVP specified in IETF RFC 7683 [403] is used.

The above described abatement mechanism is illustrated by the diagram in Figure 5.2.2.1.1, which assumes configuration with a single CDF; configuration with redundant standby CDF is not considered in this report.
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Figure 5.2.2.1.1 Basic buffer mechanism solution

1.
Charging session is ongoing. 
2.
CTF sends its supported overload control features stating support for the default loss algorithm. 

3.
CDF selects OC-Reduction-Percentage based on load situation (i.e. CPU load) and default loss algorithm as expected overload control algorithm and fill value of OLR_DEFAULT_ALGO in OC-Feature-Vector AVP

4.
CDF respondes with the selected values.

5.
CTF is set to enforce the buffer mechanism based on the result of the default loss algorithim until next ACR.

6.
If an overload occurs, the reduction percentatge of ACRs are buffered.

7. When the overload ends, the buffered ACRs are sent to the CDF in the order they were buffered.

	Second change


5.2.2.2
Alternative solution #1.2: OFCS without DOIC mechanism
In this alternative solution 2 the OFCS will not use the DOIC but instead selects which messages to reply with a Protocol Error “DIAMETER_TOO_BUSY” and for these the client will follow the Charging Characteristics on the treatment, e.g. try the secondary address, start buffering or producing CDR. This means that the OFCS would have to decide on which request that should be buffered and this can in this case be based on type of service. This will mean that the OFCS still will receive all Diameter messages and will reject them one by one, that is if the Client itself don’t start using an algorithm to select messages to go to the secondary address would it encounter a Protocol Error “DIAMETER_TOO_BUSY”.
	Third change


5.3.2.1
Alternative solution #2.1: OLR with buffer mechanism

The default loss algorithm together with buffer mechanism is proposed to be alternative solution 1. Since it isn’t possible to buffer a request for quota to grant service access, the mechanism will buffer the current online mechanism and use it as a sort of offline mechanism. This means that they will only be provided after service has been granted. The reacting node determines if overload control treatment should be applied to the request based on the OLR. One approach that could be taken for each request is to select a random number between 1 and 100. If the random number is less than or equal to the indicated reduction percentage received by the reacting node then the request is buffered, otherwise the request is given normal routing treatment. This algorithm enables request messages of the reduction percentage to be buffered and sent offline. And when the overload ends, according to FIFO (first-in first-out) principle, the buffered request messages will be sent out to OCS in order, with an indication that they have been buffered. The shortage of the solution is that it means that the system falls back to an offline behaviour even if it uses the online mechanism when an overload occurs and can no longer support online charging, this may result in loss of revenue depending on the account status when the buffered online requests are sent to the OCS.

OLR_DEFAULT_ALGO (0x0000000000000001) of OC-Feature-Vector AVP specified in IETF RFC 7683 [403] is used.

The above described abatement mechanism is illustrated by the diagram in Figure 5.3.2.1.1, which assumes configuration with a single OCS; configuration with redundant standby OCS is not considered in this report.
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Figure 5.3.2.1.1 Basic buffer mechanism solution

1. 
Charging session is ongoing. 
2.
CTF sends its supported overload control features stating support for the default loss algorithm. 

3.
OCS selects OC-Reduction-Percentage based on load situation (i.e. CPU load) and default loss algorithm as expected overload control algorithm and fill value of OLR_DEFAULT_ALGO in OC-Feature-Vector AVP

4.
OCS responds with the selected values.

5.
CTF is set to enforce the buffer mechanism based on the result of the default loss algorithm until next CCR.

6a.
An overload occurs

6b. Any CCA response during overload condition may contain the validity duration and reduction percentage, resulting in buffering of CCRs.

7. When the overload ends, this can either be after the OLR has timedout or a new OLR is sent without restriction, the buffered CCRs are sent to OCS in the order they were buffered, with an indication that they were buffered, for further processing.

	Fourth change


5.3.2.2
Alternative solution #2.2: OCS without DOIC mechanism

In this alternative solution 2 the OCS will not use the DOIC but instead selects which messages to reply with a Protocol Error “DIAMETER_TOO_BUSY” and for these the client will follow the Charging Characteristics on the treatment, e.g. try the secondary address or producing CDR. This means that the OCS would have to decide which request that the CTF should treat in accordance with the Charging Characteristics, this can in this case be based on type of service. This means that the OCS will still receive all Diameter messages and will reject them one by one. There is a possibility for the CTF to apply the treatment according to the Charging Characteristics not only to the CCR where the Protocol Error “DIAMETER_TOO_BUSY” was received, but also to other CCRs.

	Fifth change


5.3.2.3
Alternative solution #2.3: OLR with service specific mechanism

A new specifc loss algorithm together with buffer mechanism is proposed to be alternative solution 3. Since it isn’t possible to buffer a request for quota to grant service access, the mechanism will buffer the current online mechanism and use it as a sort of offline mechanism. This means that they will only be provided after service has been granted. The reacting node determines if overload control treatment should be applied to the request based on the OLR. The specific loss algorithm has a more detailed information (compared to alternative solution 1) for the reduction mechanism, based on Rating-Group or interrogation type (e.g. First, Intermediate and Final). For each of these there may be a separate reduction percentage.

When the overload ends, according to FIFO (first-in first-out) principle, the buffered request messages will be sent out to OCS in order, with an indication that they have been buffered. The shortage of the solution is that it means that the system falls back to an offline behaviour even if it uses the online mechanism when an overload occurs and can no longer support online charging, this may result in loss of revenue depending on the account status when the buffered online requests are sent to the OCS.

A new value of OC-Feature-Vector AVP is needed.

The above described abatement mechanism is illustrated by the diagram in Figure 5.3.2.3.1, which assumes configuration with a single OCS; configuration with redundant standby OCS is not considered in this report.
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 Figure 5.3.2.3.1 Basic buffer mechanism solution
1. Charging session is ongoing. 

2. CTF sends its supported overload control features stating support for the new specific loss algorithm, it may be more detailed stating for which types are supported e.g. for rating group, service identifier or type of interrogation.

3. OCS selects the new specific loss algorithm as expected overload control algorithm. The OC-Reduction-Percentage is selected based on load situation (e.g. CPU load) and specified for each type it wants separate treatment of. 

4. OCS responds with the types and their respective selected OC-Reduction-Percentage value.

5. CTF is set to enforce the mechanism based on the result of the service loss algorithm until next CCR.

6a.
An overload occurs.

6b.
Any CCA response during overload condition may contain the reduction percentage for specified Rating Group and interrogation type as well as validity duration and default percentage for others, resulting in buffering of CCRs matching.

7.
When the overload ends, this can either be after the OLR has timedout or a new OLR is sent without restriction, the buffered CCRs are sent to OCS in the order they were buffered, with an indication that they were buffered, for further processing.

	End of changes
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