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Rationale

3GPP Management systems will provide capabilities for operator to perform LCM, CM, PM and FM tasks on NR network elements.
From [2], the overall NG-RAN architecture is defined. See Appendix A, an extract from [2] on the overall NG-RAN architecture.

From [3], the Release 14 architecture and interfaces of new radio access technology was studied. It identifies the Centralised Unit (CU) and Distributed Unit (DU). Its clause 11.2 studied the purpose for the separation of CU-U and CU-C within the gNB-CU. 
From [4], the Release 15 draft Study specifically addresses the separation of CU-U and CU-C for split option 2 of NR. See Appendix B.
This paper presents the requirements for NR NRM that would support the non-split option and split options, i.e. separation of CU-C and CU-U of the gNB-CU and gNB-DU. 
This would cover the deployment options, including those listed in the REQ-NRO3-CON-3 of [5] which is stated as follows:

“The 3GPP management system shall be able to support smooth management migration from the Non-standalone gNB in option 3 to other 5G-RAN options.”

By having the same Managed Function structure for all types of deployment scenarios the proposed NR NRM would provide the “same look and feel” for all deployment scenarios facilitating the management tasks as well as the migration tasks between the different deployment scenarios.
This paper uses the following abbreviations defined in [2].

gNB-CU
gNB Central Unit

gNB-DU
gNB Distributed Unit

Vendor can provide the Network Service Descrfiptor (NS-D) to group various components including their internal interconnections and external visible Service Access Points (SAPs) for a complete NR. The NS-D specifies:

· The NR externally Service Access Points (SAPs);
· The NR topology that is a set of components with their interconnections; 
· The NR deployment requirement such as e.g. components relative positions, components redundancy.

· The NR operational requirements such as e.g. latency of VL that connects components.
· The triggers/scripts to support some aspects of deployment automation of VNFs and PNFs and their required supporting resources.
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7.3
Management of NR

7.3.1
NR NRM

7.3.1.1
Introduction

Depending on the functional split, there have two gNB deployment scenarios: gNB without functional split and gNB with functional split, the corresponding NRM of gNB may be varied.

The NRM for NR split and NR non-split options are presented in Figure 7.3.1.1.1 and Figure 7.3.1.1.2 respectively.
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Figure 7.3.1.1.1: NRM for NR split options
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Figure 7.3.1.1.2: NRM for NR non-split option

Note 1:
The links for NGC (see Appendix A) are not shown in the model. 

Note 2:
Vendor providing complete NR would provides NSD, in addition to VNFDs and PNFDs.

Note 3:
The radio equipment for NR is modelled using the same pattern as that for EUTRAN

Note 4:
The IOC name is FFS, depending on the RAN group decision on NG-RAN node name. See Appendix A, the Editor Note of Figure B-1: Example deployment of an NG-RAN node
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Appendix A: NG-RAN overall architecture
The following is the Figure 6.1-1 Overall architecture of [9].

“
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Figure 6.1-1 Overall architecture
The following is the deployment scenarios of NG RAN nodes of Append B of [2].

“

Figure B-1 shows logical nodes (CU-C, CU-U and DU), internal to a Logical NG-RAN Node. Protocol terminations of the NG and Xn interfaces are depicted as ellipses in Figure B-1. The terms “Central Entity” and “Distributed Entity” shown in Figure B-1 refer to physical network nodes. 
Editor’s note: Node names are FFS, depending on the decision on NG-RAN node name.
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Figure B-1: Example deployment of an NG-RAN node
“

Appendix B: architecture of gNB
Here is an extract from [11] regarding architecture of CU-CP, CU-UP and DU separation.

“

7.2 Architecture  

The architecture is depicted in Figure 7.2-1.
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Figure 7.2-1. Overall RAN architecture with CU-CP and CU-UP separation. 

The architecture in Fig. 1 is described as follows:

· A gNB may consist of a CU-CP, multiple CU-UPs and multiple DUs;

· The CU-CP is connected to the DU through the F1-C interface;

· The CU-UP is connected to the DU through the F1-U interface;

· The CU-UP is connected to the CU-CP through the E1 interface;

· One DU is connected to only one CU-CP;

NOTE: for resiliency, a DU may be connected to multiple CU-CPs by appropriate implementation.

“

	End of modified section
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