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Rationale

Clarify which network / slice / service management functions are used by SON functionality. Also some text clarification are proposed.  
4
Detailed proposal

	1st modified section


4.5
SON concepts in network slicing
To improve the operational sustainability in 5G, SON concepts, as key enablers introduced in 4G, may be reused for 5G. Evolution to 5G may bring increased network scale and complexity, especially considering  variety of services/devices/tenants in 5G networks. In this context, operators may want to use concepts of SON as key feature to leverage 5G network slicing management.

The lifecycle phases of NSI typically include preparation phase, instantiation, configuration and activation phase, run-time phase and decommissioning phase. During the lifecycle phases of NSI, application of certain SON concepts would be helpful for automation of management and orchestration of NSIs.
The main aspects of SON concepts that can potentially be used to leverage  network slicing management include:

-
NSI Automated Configuration. Automated configuration of an NSI can happen during the Instantiation, Configuraton, and Activation phase, a newly created NSI can be automatically configured with appropriate parameters before it is activated.
-
NSI Automated reconfiguration. Automated reconfiguration happens during Run-time phase, an activated NSI can be reconfigured automatically because of change of service requirements.
-
NSI Automated Optimization. The NSIs can be modified automatically to avoid degradation of services in case of network functions overload, dynamic topology change, etc. The status of the target NSIs is monitored, including the status of network functions and services. Examples of parameters to be monitored on the network functions and for the services are throughput, latency, the number of connections, etc. Based on pre-configured targets and/or policies, the management system may automatically configure some slice-specific parameters for the NSIs to improve  the performance  of the services provided via the NSIs. For example, based on SON outputs, which are driven by network / services performance data, the management system may re-configure some network functions and/or the links between the network functions and/or modify the topology of the NSI for improvement in resource utilization and/or in the QoE of services supported by the NSI.
-
NSI Automated Healing. For the running NSIs, SON algorithms could identify the failures of NSIs and apply some corrective actions. The network functions which compose the NSI support fast failure recovery and healing mechanisms, thus enabling automatic convergence of the affected network functions to a stable desired state. The results of the Self-Healing needs to be notified to the operator.
Editor's note: other major aspects of SON, in addition to NSI Automated Configuration, Automated reconfiguration. NSI Automated Optimization and Automated Healing, are FFS.

· 
· 
· 
	2nd modified section


7.16
Controlling of automated optimization of Network Slice Instance 
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Figure 7.16.1 Controlling of NSI automated optimization 
The Figure 7.x.1 shows a high-level solution for controlling of NSI automated optimization. More details are depicted as follows in which step 1 and step 2 are pre-requisites of the whole control loop through step 3-6:

Case 1: Automated optimization at NSI level

1.
The NSMF receives automated optimization policies for a NSI. Automated optimization policies include trigger condition, slice-specific parameters being optimized and their valid range, policies for solving automated optimization conflicts. 

2.
The NSMF collects performance data related to the NSSIs that are associated with the NSI. Based on the performance data related to the NSSIs, the NSI performance indicators are generated and monitored. 

3.
If the trigger condition of NSI automated optimization is satisfied, the NSMF triggers NSI automated optimization action. 

4.
The NSMF requests NSSMF to modify the existing NSSIs and/or add new NSSIs for the NSI automated optimization
5.
The NSSMF performs optimization actions as requested from NSMF. The optimization actions may result in reconfiguration of the network functions in the NSSIs.  The results of optimization actions and the performance data are reported to the NSMF.

6.
The NSMF evaluates NSI automated optimization results. Optionally, the NSI automated optimization results are reported to the operator. 

Case 2: Automated optimization at NSSI level
1.
NSMF derives the automated optimization policies for NSSI and forwards them to NSSMF. 

2.
The NSSMF performs NSSI optimization automatically according to NSSI automated optimization policies received from the NSMF and report the optimization result to NSMF. If there are conflicts among different automated optimization actions, the NSSMF solves conflicts according to automated optimization policies.
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