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Decision/action requested

The group is asked to discuss the subject matter.
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Rationale

3GPP Management systems will provide capabilities for operator to perform LCM, CM, PM and FM tasks on network elements that are members of network slices as defined by SA2. See [1] and [5].
This paper presents a draft version of the requirements and new IOCs including their relations with existing 3GPP defined IOCs and their relations with existing information object classes as defined by ETSI NFV [2]. This paper also presents some observations and points for further investigations (see section 4.2).
4
Detailed proposal

4.1
Background
This paper suggests the use of new (blue) IOCs: NSlice (for Network Slice) and NSS (for Network Slice Subnet).

The two white IOCs (i.e. MF and ME), including the uni-direction association‑D, are already standardized. See [4].
The orange IOCs (i.e. NS, VNF, PNF and VNFC) are already specified in [2] and the use of association‑D is confirmed by 3GPP SA5 and ETSI NFV and this represents the ‘touch point’ between software objects maintained by 3GPP defined management systems (e.g. NMs, EMs) and the ETSI NFV defined VNFM. See clause 5.3 of [3].
4.2
Requirements

REQ-model -CON-01
The NRM supports the view of one management domain, regardless the number of NMs or EMs are deployed within that management domain. 
Note:
How these different NMs and EMs shared the management responsibilities of the NRM IOC instances cannot be known by (reading the) NRM specification.

Note:
The NSlice instances and NSSIs, like other NRM instances, are managed by one management domain. 
Note:
A management domain may have multiple NSMFs, NSSMFs, other management functions such as those deployed in NMs, EMs. How these management functions share their management responsibilities on NRM instances (reflecting the actual network functions) cannot be known by reading the NRM specification.

REQ-model -CON-02
The NRM uses External IOC to depict managed function instances managed by another management domain of same or different operators. 

Note:
The External NS class depicts NS instances managed by other management domains. The need for one management domain NRM view of other management domains’ NS instances is to capture this: the management domain, via its NSI, is offering a service (to customer) that requires the use of other management domains deployed NSlice instance.

REQ-model -CON-03 The NRM shall define the relations between ETSI NFV NS (Network service) instances and NSlice instance/NSSI. 
Note:
ETSI NFV NS instances should be used as NSlice instance/NSSI when the resources can be constrained to be ETSI NFV PNF instances and VNF instances. The advantages of using NSSI having a one-to-one relation to one ETSI NFV NS instance are that the management of the NSSI, including its life cycle management of PNFs and VNFs and their inter-connectivity, can be delegated to MANO system. Similar can be said about NSlice instance as well.
REQ-model -CON-04
The NRM shall define the connectivity relation between its managed NSSIs with NSlice instance supplied by other management domain (i.e. external NSlice instance). 
Note:
The management task of the required connectivity of this REQ can be delegated to appropriate Transport slice management and/or MANO when appropriate.
REQ-model -CON-05 The NRM instances shall support the view of the deployed managed resources. 
Note:
Resources supporting all deployed NSlice instance/NSSIs are represented in the NRM instances. There can be NRM instances not used by any deployed NSlice instance/NSSIs. 

REQ-model -CON-06 The NRM instances shall support NSMF instances for their tasks of enquiry, creation, deletion, configuration of NSlice instances 

Note:
NSMF needs to express the NSSIs requirement to NSSMF(s). This expression can be in terms of actual managed reousrces identification but can also be an abstraction of a collection of managed resources needed allowing NSSMF(s), the technology domain expert, to decide on the number, locations, specific kinds of management function instances needed.
REQ-model -CON-07 The NRM instances shall support NSSMF instances for their tasks of enquiry, creation, deletion, configuration of NSSIs. 
Note:
NSSMF requires a view of the NSSIs and resource instances it manages allowing NSSMF to decide on location of the managed network function instance, the number of managed function instances, the specific type of managed function for deployment, etc.
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Figure 1: Proposed model for slice management
4.2
Observations

4.2.1
Locations of class instances
I. The ETSI NFV defined VNFM is responsible for the maintenance of the NS, VNF, PNF and VNFC instances. 
II. An operator’s NSSMFs are responsible for the maintenance of its NSS instances.

III. An operator’s NSMF is responsible for the maintenance of its Network Slice instances.

4.2.2 Identifiers

I. ETSI NFV defines identifiers for instances of NS, VNF, PNF and VNFC. See [2].

II. An NSS instance can use zero, one or more NSS instances. This (instance) usage tree is independent (and is not a branch) of the (instance) name-containment tree where ME instance and MF instance are members. The name space for NSS instances is FFS. 
III. SA5 will need to discuss with SA2 on the identifiers for instances of NS.

4.2.3 Associations

I. The operator NSlice instance can be composed of zero, one or more NSS instances. This composition relation is presented as NSlice-uses-NSS association in the model. 
II. The operator NSlice instance can be composed of zero, one or more NSlice instance(s) managed by another operator(s). This composition relation is presented as NSlice-uses-Exteranl_NSlice association in the model. 

III. The operator NSlice instance can represent a service offered to the operator customer. This ‘offered’ relation is subject to SLA agreement between the operator and its subscribers. This relation is not presented in the model above. 
IV. The operator NSlice instance can represent a service offered to another operator. This ‘offered’ relation is subject to SLA agreement between the operators. This relation is not presented in the model above. 
Operator-A NSlice instance normally implies that the NSlice instance resources are managed by the operator‑A management system. There is another kind of NSlice instance that operator-A can offer in that the NSlice’s resources are jointly managed by operator-A and another operator, say operator-B, management systems. The VNF package(s) for the MF instance(s) involved are provided by operator-B; the operator-A NFVO/VNFM/VIM are responsible for the LCM tasks of the VNFs. The operator-B management systems are responsible for the CM, PM, FM tasks of the VNFs.
V. From one operator perspective, there is no need for its NSlice instance to contain/use NSlice instance(s) unless the instance(s) are maintained by another operator(s). This notion is reflected in the above model by not having a recursive “NSlice contains NSlice” relation.
