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1
Decision/action requested

The group is proposed to discuss and agree on proposed text.
2
References

[1] TR 28.801 1.1.0 Study on management and orchestration of network slicing for next generation network
3
Rationale

In Current TR 28.801 [1], there are some Editorial issues:

Firstly, the use case of modification of a network slice subnet instance (clause 5.2.4.1) is described in the clause 5.2.4 Network Slice Subnet Instance (s) configuration management, however, the usecase of modify a network slice instance with shared and non-shared CN network functions and a shared AN (clause 5.1.1.6) is described in clause 5.1.1 Network Slice Instance (s) lifecycle management. So this contribution propose to move the usecase of modification of a network slice subnet instance (clause 5.2.4.1) to 5.2.1 Network Slice Subnet Instance (s) lifecycle management.
Secondly, it proposes to change the title of clause 5.2.5 "Other Network Slice Subnet Instance(s) management use cases" to "Automation of Network Slice Subnet Instance(s) management use cases".

Thirdly, several usecases are described in clause 5.1.6 other Network Slice Instance(s) management use cases, for sake of readability, it proposes to classify these use cases as follows.
	Clause num
	Sub-clause num for use case
	Original clause num for use case

	5.1.6 Customer Service support with network slicing
	5.1.6.1 Management support for network slicing
	5.1.6.1 Management support for network slicing

	
	5.1.6.2 Management support to provide a customer’s service request using a Network Slice Instance
	5.1.6.2 Management support to provide a customer’s service request using a Network Slice Instance

	
	5.1.6.3 Provide network slice as a service with guaranteed quality of service
	5.1.6.10 Provide network slice as a service with guaranteed quality of service

	5.1.7 Management data isolation
	5.1.7.1 Management data isolation when Network Slice Instance is shared by multiple customers
	5.1.6.3 Management data isolation when Network Slice Instance is shared by multiple customers

	
	5.1.7.2 Management data isolation with shared AN or shared CN network functions
	5.1.6.11 Management data isolation with shared AN or shared CN network functions

	5.1.8 Multiple operator coordination management
	5.1.8.1 Management support to facilitate UE roaming between Network Slice Instances in different administrative domains
	5.1.6.4 Management support to facilitate UE roaming between Network Slice Instances in different administrative domains

	
	5.1.8.2 Create an end-to-end Network Slice Instance across multiple operators
	5.1.6.6 Create an end-to-end Network Slice Instance across multiple operators

	5.1.9 Management exposure
	5.1.9.1 Limited level of management exposure for multiple Network Slice Instances
	5.1.6.5 Limited level of management exposure for multiple Network Slice Instances

	5.1.10 Automated optimization of a Network Slice Instance
	5.1.10.1 Automated reconfiguration of a Network Slice Instance
	5.1.6.7 Automated reconfiguration of a Network Slice Instance

	
	5.1.10.2 Automated optimization of a Network Slice Instance
	5.1.6.8 Automated optimization of a Network Slice Instance

	
	5.1.10.3 Automated healing of Network Slice Instance
	5.1.6.9 Automated healing of Network Slice Instance


4
Detailed proposal
It is proposed to add the following changes to the TR 28.801 [1].
	1st change









· 
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	2nd change


5.2.1
Network Slice Subnet Instance(s) lifecycle management

5.2.1.1
Create a Network Slice Subnet Instance
5.2.1.1.1
Pre-condition

The NSMF and NSSMF are operational. The NSMF determines that a new NSSI is needed. 

5.2.1.1.2
Description

The NSMF requests the NSSMF to create an NSSI. The NSSMF analyses the request from the NSMF and determines which network functions and resources are needed. The NSSMF creates and configures the NSSI constituent parts which may include both virtualized and non-virtualized NFs.  

5.2.1.1.3
Post-condition

The NSSI has been created and is configured and not in run-time phase. The NSSMF has informed the NSMF of the creation of the NSSI. 
5.2.1.2
Activate a Network Slice Subnet Instance
5.2.1.2.1
Pre-condition

The NSMF and NSSMF are operational. An NSSI is configured and is not active, and part of an NSI. The connectivity between the NSSI and the other parts of the NSI has been pre-provisioned.

5.2.1.2.2
Description

The NSMF requests the NSSMF to activate an NSSI. The NSSMF activates the NSSI through activating all necessary constituents of the NSSI. The NSSMF changes the NSSI status to activated and informs the NSMF that the NSSI has been activated.
5.2.1.2.3
Post-condition

The NSSI has been activated and the NSMF has been informed. The NSSI is in run-time phase.

5.2.1.3
Change capacity of a Network Slice Subnet Instance
5.2.1.3.1
Pre-condition

The NSMF and NSSMF are operational. The NSSI is handling traffic

5.2.1.3.2
Description

The NSMF determines if the capacity of an NSSI needs to be increased or decreased. The NSMF requests the NSSMF to increase or decrease the capacity of the NSSI. 

In case of increasing the NSSI capacity the NSSMF may decide to increase the capacity of the NSSI constituents or add new constituents to the NSSI. When adding new constituents to the NSSI the NSSMF may need to re-configure the added constituents.  

In case of decreasing the capacity of the NSSI the NSSMF may decide to decrease the capacity of the NSSI constituents or to remove constituents from the NSSI. In case of removing constituents from the NSSI the NSSMF may need to re-configure the remaining constituents. 

5.2.1.3.3
Post-condition

The capacity of an NSSI has been changed.

Editor’s note 1: The method of capacity change 1) validity is subject to pending definition of NSSI capacity 2) this definition is FFS

Editor’s note 2: change capacity of a shared NF participating in multiple NSSIs which are management by a different NSSMF is for FSS

5.2.1.4
De-activate a Network Slice Subnet Instance
5.2.1.4.1
Pre-condition

The NSMF and the NSSMF are operational. An NSSI is activated and in run-time phase

5.2.1.4.2
Description

The NSMF requests the NSSMF to de-activate an NSSI. The NSSMF de-activates the NSSI by de-activating all necessary constituents of the NSSI. 

The NSSMF changes the NSSI status to de-activated and informs the NSMF that the NSSI has been de-activated.
5.2.1.4.3
Post-condition

The NSSI has been de-activated and the NSMF has been informed. The connectivity between the NSSI and other parts of the NSI is still pre-provisioned.

Editor’s note 1: the de-activation of shared NSSI’s are FFS.

Editor’s note 2: de-activation of a shared NF participating in multiple NSSIs which are management by a different NSSMF is for FSS
5.2.1.5
Terminate a Network Slice Subnet Instance
5.2.1.5.1
Pre-condition

The NSMF and NSSMF are operational. The NSSI is not in run-time phase. The NSMF determines that the NSSI is not required. The NSMF requests the NSSMF to terminate the NSSI.

5.2.1.5.2
Description

The NSSMF terminates an existing NSSI by terminating the constituents of the NSSI. If a constituent of the NSSI to be terminated is shared with other NSSI’s that constituent needs to be re-configured. The relation between the shared NSSI constituents and the terminated NSSI needs to be released. 
5.2.1.5.3
Post-condition

The NSSI has been terminated and the NSSMF has informed the NSMF

Editor’s note: termination of a shared NF participating in multiple NSSIs which are management by a different NSSMF is for FSS

5.2.1.X
Modification of a Network Slice Subnet Instance
5.2.1.X.1
Pre-condition

The NSMF and NSSMF are operational. The NSI is in run-time phase. The NSMF requires the modification of an NSSI. The change of the capability in the NSI is within the existing network slice definitions as defined in the NST. 

5.2.1.X.2
Description

The NSSMF modifies the constituents of the NSSI. The NSSMF receives and analyses the modification request from the NSMF. The NSSMF determines which of the constituents needs to be modified. 
In the case a constituent of an NSSI is shared with other NSSI(s) the NSSMF determines whether the modification of the NSSI may impact the shared constituents.  
· If there is no impact the NSSMF modifies the shared constituents of the NSSI where needed. 

· If there is impact, the NSSMF may not modify the shared constituents or may decide to create new or remove existing constituents for the NSSI being modified in order to satisfy the modification request. The newly created constituents are added to the NSSI being modified or existing constituents are removed from the NSSI being modified.
5.2.1.X.3
Post-condition

The NSSI has been modified and the NSMF has been informed.

Editor’s note: the relation between the modification of NSSI constituents and the NS update and scale are FFS

Editor’s note: modification of a shared NF participating in multiple NSSIs which are managed by a different NSSMF is for FSS
	3rd change


5.2.5
Automation of Network Slice Subnet Instance(s) management use cases
5.2.5.1 
Automated optimization of a Network Slice Subnet Instance
5.2.5.1.1
Pre-conditions

An NSSI is activated.
5.2.5.1.2
Description

The NSSMF has NSSI automated optimization policies that may include trigger condition of automated optimization actions, Network Slice Subnet related parameters to be optimized, value range for the Network Slice Subnet related parameters, and policies for preventing or solving automated optimization conflicts.

The NSSMF may perform NSSI automated optimization actions for different goals. The NSSMF monitors the performance of the NSSI. When trigger condition is satisfied, the NSSMF performs automated optimization actions for the NSSI according to the pre-configured policies, by modifying the Network Slice Subnet specific parameters. The NSSMF evaluates the results for the NSSI automated optimization. The NSSMF reports the automated optimization results. 

There may be conflicts between the optimization actions for different goals. The NSSMF prevents or resolves the conflicts according to automated optimization policies. The NSSMF reports the results of conflict resolution. 
5.2.5.1.3
Post-conditions
An NSSI is automatically optimized. 
5.2.5.2
Automated healing of a Network Slice Subnet Instance
5.2.5.2.1
Pre-conditions
The operator wants NSSI to be healed automatically.
An NSSI is activated.

5.2.5.2.2
Description
The NSSMF monitors the alarms for the NSSI. When necessary, the NSSMF triggers the automated healing for the NSSI based on the pre-configured automated healing policies. For instance, the NSSMF may add a new NSSI constituent to take over the faulty one, or modify the existing NSSI constituent to compensate the fault part.

After implementing automated healing actions for the NSSI, the NSSMF evaluates the results of the automated healing actions for the NSSI, and reports the results of the automated healing actions.

5.2.5.2.3
Post-conditions

An NSSI is automatically healed.

	4th change


5.1.6
Customer Service support with network slice
5.1.6.1
Management support for network slicing

5.1.6.1.1
Pre-conditions
Operator wants to create and manage NSIs based on customers' needs.

5.1.6.1.2
Description
Network slicing is a key enabler for new business models. By exploiting the network non-shared customization, the mobile network customers and industry customers could share the same network infrastructure, where each customer could have the corresponding NSI to fulfill each own different requirement such as policy control, security, mobility, charging, latency, reliability, etc.
The main aspects of management support to the network slicing include:

· The operator creates NSIs either to satisfy the needs of different customers or based on different service requirements from the same customer. In one example, the operator may create two NSIs for two different requirements: one NSI with medium throughput and low latency (e.g. for V2X communication) and the other NSI with high throughput and high latency toleration (e.g. for HD video streaming). In another example, the operator may create two NSIs for two different customers even if their service requirements are similar. In some cases, operator may choose to use the same NSI to support multiple services from the same customer.
· The operator monitors the status of the NSIs, such as network functions, services, throughput, latency, the number of connections, etc., and may configure some slice-specific parameters.

· When a particular service is no longer needed, the operator may delete the corresponding NSI if that NSI does not support any other services.
5.1.6.1.3
Post-conditions
Different NSIs fulfil different requirements of customers using the same network infrastructure.
5.1.6.2
Management support to provide a customer’s service request using a Network Slice Instance

5.1.6.2.1
Pre-conditions

The network operator has a catalogue of the types of business services it can offer to the customers with their own end user/device population distributed in a geographical area.

Editor’s note: Customer can be a 3rd party service provider or network operator’s own service department.

The customer has obtained the type of business services that can be provided by the network operator.

5.1.6.2.2
Description 

The customer requests the network operator to support a specific business service. This request includes the service requirements such as isolation, security and performance requirements (e.g. traffic demand requirements for the coverage areas, QoS for services, etc.).

The management system determines whether the service can be provided checking the available network resources and remaining network capacity in the specified geographical areas for the specified durations. 

If service can be provided, the management system will negotiate for an appropriate agreement with the customer. 

The NSMF creates an NSI to provide the agreed service requirements including the required isolation and security.  

The NSMF monitors the fault and performance of the NSI and ensure meeting the agreed service requirements including providing necessary monitoring information to the customer.
5.1.6.2.3
Post-conditions
An NSI is created to provide the service to the satisfaction of the SLA and network KPIs required by the customer.
5.1.6.3
Provide network slice as a service with guaranteed quality of service
5.1.6.3.1
Pre-conditions
The customer has different type of business services which can be served by the network operator with customized network slice instance.
The operator has the capability to provide network slice as a service to the customer.

5.1.6.3.2
Description
The customer inputs a set of service requirements (e.g. business scenario, isolation, throughput, latency, coverage, etc.) to the operator. 

Network operator provides a customized end-to-end network slice instance as a service which can serve customer’s requirements and sign an SLA with the customer. 

After activating the network slice instance, the network slice management system will expose part of the service-related performance data to the customer. If current performance cannot meet the SLA, some actions (e.g. scale in/out, modification, etc.) are executed to guarantee end-to-end performance of the network slice instance.
5.1.6.3.3
Post-conditions
A performance-guaranteed network slice instance is operated by the network operator to serve customer’s specific service requirement.
5.1.7
Management data isolation

5.1.7.1
Management data isolation when Network Slice Instance is shared by multiple customers
5.1.7.1.1
Pre-conditions
The operator wants to use one slice instance to serve multiple customers (i.e. other network operator or enterprises etc.) simultaneously and customers want to get the management data of the slice instance, such as performance measurements. It’s assumed the NSMF has the ability to generate the management data separately for different customers. 

Editor’s note: having access to management data by customers, and the level of visibility of a network slice by a customer is FFS.

5.1.7.1.2
Description 
When the service requirements of multiple customers can be fulfilled by the same NSI, the operator may decide to create a single NSI. The created NSI is shared to serve multiple customers.
In the case of there is fault or the performance degradation in the slice instance, the customer service may be influenced. The customer may want to know the fault information or the performance information of the slice instance which cause the service problem.

The management data (e.g. fault management data, performance data etc.) for different customers may be separated. 

It’s up to the operator to decide whether a customer service is to be served by the same NSI or by different NSIs. 
If the service requirements of one of the customers sharing the slice instance changes, the operator may decide to modify the slice instance without negatively impacting the service to other parties, if possible. For example, the operator may check if the modification or reconfiguration is against the resource usage policies of other services provided by the same NSI. If there is no conflict, the operator then modifies or reconfigures the NSI.
5.1.7.1.3
Post-conditions
Multiple customers are served by the same NSI with access to their network management data.
5.1.7.2
Management data isolation with shared AN or shared CN network functions
5.1.7.2.1
Pre-conditions
There exist two network slice instances in operator’s network with shared AN or shared CN network functions.
5.1.7.2.2
Description
Configurations of shared AN or shared CN network functions (e.g. network slice selection related information) are coordinated to make sure the normal operation of the services running onto these two network slice instances. In the case of performance management, the monitoring data is collected and generated separately. 

If the shared part in one slice instance has changed, the related management on the shared AN or shared CN network functions will not impact current operating status of the other slice.
5.1.7.2.3
Post-conditions
Management data in different network slice instances with shared AN or shared CN network functions is isolated.
5.1.8
Multiple operator coordination management
5.1.8.1
Management support to facilitate UE roaming between Network Slice Instances in different administrative domains
5.1.8.1.1
Pre-conditions
The UE may move across multiple administrative domains.
Multiple operators have roaming agreements.
5.1.8.1.2
Description

The operator knows the information of other NSIs which belongs to other operators. An example of the information is the network slice selection assistant information (NSSAI).

The operators configure the network to support the UEs roaming from the coverage area of one NSI to the coverage area of another NSI. For example, when NSSAI is not standardized, operator A may configure some network functions (e.g., network slice selection function) of the NSI to be aware of the NSSAI of NSIs from operator B to facilitate the mapping between NSSAIs since the UE may provide the NSSAI of the NSI from operator B when it moves from the administrative domain of operator B to the administrative domain of operator A.

5.1.8.1.3
Post-conditions

NSIs from different administrative domains can provide desired service to the customer.
5.1.8.2
Create an end-to-end Network Slice Instance across multiple operators

5.1.8.2.1
Pre-conditions
An operator wants to create an end-to-end NSI across multiple operators.  Non-management pre-requisites, such as trust relationships between operators, legal and business related, to create such a slice are assumed to exist. The operators in this use case have agreed upon to the limits of exposure of the management interface.
NOTE: The use case does not make any assumption on any potential operator internal slicing. 
5.1.8.2.2
Description 
An operator A wants to create an end-to-end NSI to support a telecommunication service across multiple operators, Operator A and Operator B. The end-to-end NSMF for this network slice resides with Operator A. This end-to-end NSI across multiple operators will be composed of NSSIs from operator A and NSSIs from Operator B. 

Operator A’s management system performs the following actions for the creation of an end-to-end NSI across multiple operators:
· Operator A determines to use its own and Operator B’s network to create the end-to-end NSI, decomposes the service request of the end-to-end network slice for Operator A’s and Operator B’s network, and requests the creation of NSSIs to each operator’s management system.

· Both operators’ management system may either create a new NSSIs or use an existing one as a part of the end-to-end NSI.

· When requested, Operator B’s management system provides management data (e.g., performance data) to Operator A’s management system for the NSSI hosted by operator B and belonging to operator A’s end-to-end NSI
NOTE: Operator A may determine to use more than two operators to support the end-to-end NSI. Operator A remains responsible for the management of the end-to-end NSI.  

5.1.8.2.3
Post-conditions
An NSI extending multiple operators is created.
5.1.9
Management exposure
5.1.9.1
Limited level of management exposure for multiple Network Slice Instances
5.1.9.1.1
Pre-conditions
Customers want specific NSIs created by the operator.

5.1.9.1.2
Description
Multiple network slices required by different customers may have the same type of service but with different KPI and/or QoS/QoE.

According to NSI creation described in Section 5.3, the operator may create multiple network slice served by the same NFs and management system to provide the agreed service requirements including the required management exposure.

Currently, operators provide service management exposures to the customers, that the network management (i.e. NMs and EMs) and the infrastructure management are not typically exposed to customers. Operators will need to extend the current service management offers into limited level of management exposures in network and infrastructure, which the management exposure is agreed by both operator and the customer. These limited level of exposure should be part of the operator extended offer to NSI customer. Typical example for this use case is from the Enterprise communication market where each company is represented as a tenant.
5.1.9.1.3
Post-conditions
The limited level of management exposure agreed by customer and operator of the created specific NSIs are provided to the customers.







· 
· 
· 



5.1.10
Automation of the network slice management
5.1.10.1
Automated reconfiguration of a Network Slice Instance
5.1.10.1.1
Pre-conditions
The NSI already exists.

5.1.10.1.2
Description
When the service requirements are changed by the Customer, it is desirable that the NSI can be reconfigured automatically to support the updated service requirements. 

SMF updates the network slice requirements based on the change of service requirements received from Customer, and sends the updated requirements to NSMF.NSMF, which may be pre-configured with a policy for automated reconfiguration of NSI, upon receipt of the updated network slice requirements, triggers the automated reconfiguration of the NSI. The NSMF may decide to modify the existing NSSIs and/or add new NSSIs for the automated reconfiguration of the NSI, and sends the corresponding Network Slice Subnet related requirements to NSSMF.

NSSMF, upon receipt of the updated and/or new network slice subnet requirements, modifies the NSSI and/or adds the new NSSI accordingly.

Human intervention should be allowed during the steps described above.

5.1.10.1.3
Post-conditions
The NSI has been automatically reconfigured.

5.1.10.2 
Automated optimization of a Network Slice Instance
5.1.10.2.1
Pre-conditions

The operator wants an NSI to be optimized automatically to adapt to the changing status of network and communication services. 

An NSI is activated.
5.1.10.2.2
Description

The NSMF has pre-configured NSI automated optimization policies that may include trigger condition of automated optimization actions, slice-specific parameters to be optimized, value range for the slice-specific parameters, and policies for preventing or solving the automated optimization conflicts.

The NSMF may perform NSI automated optimization actions for different goals. The NSMF monitors the performance of the NSI. When trigger condition is satisfied, the NSMF performs automated optimization actions for the NSI according to the pre-configured policies. The NSMF may decide to modify the existing NSSIs and/or add new NSSIs for the NSI automated optimization, and sends the corresponding Network Slice Subnet related requirements to NSSMF. The NSSMF performs accordingly based on the received Network Slice Subnet related requirements.

The NSMF evaluates the results for the NSI automated optimization. 

There may be conflicts between the optimization actions for different goals. The NSMF prevents or resolves the conflicts according to automated optimization policies.
5.1.10.2.3
Post-conditions
An NSI is automatically optimized. 
5.1.10.3
Automated healing of Network Slice Instance

5.1.10.3.1
Pre-conditions
The operator wants an NSI to be healed automatically.
An NSI is activated.

5.1.10.3.2
Description
The NSMF monitors the alarms for the NSI. If the fault is detected and cannot be fixed on the constituent NSSI or NF level, the NSMF triggers the automated healing for the NSI based on the pre-configured automated healing policies. The NSMF may decide to add a new NSSI to take over the faulty one, or modify the existing NSSIs to compensate the fault part for instance by requesting NSSMF to add new NF to take over the faulty one or configure the existing NFs to compensate the faulty one. The NSMF sends the corresponding Network Slice Subnet related requirements to NSSMF. The NSSMF performs accordingly based on the received Network Slice Subnet related requirements.
After implementing automated healing operations for an NSI, the NSMF evaluates the results of the automated healing actions for an NSI, and reports the results of the automated healing actions.
5.1.10.3.3
Post-conditions

An NSI is automatically healed.
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