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1
Decision/action requested

The group is requested to agree to the proposed changes.
2
References

[1]
3GPP TR 28.802 V0.5.0 (2017-02) Study on management aspects of next generation network architecture and features

3
Rationale

At SA5#111Bis meeting, pCR S5A-170298 is agreed to introduce a new clause (i.e. clause 4: Concepts and background) in TR 28.802, with 2 new identified issues. In order to keep consistent between clause 4 and clause 5 (use cases), it is proposed to add NR and 5GC architecture issue description in the clause 4 to reflect identified NR and 5GC use cases in the clause 5. Meanwhile, remove duplicated introduction on NR deployment options from the clause 5.
4
Detailed proposal

It is proposed to make the following changes to TR 28.802 [1].
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4
Concepts and background

4.1
General
The potential issues to be studied for management aspects of 5G network architecture and features are listed in the following sub-clauses.
4.A
SON evolution for 5G
How to apply SON concept for 5G network management.
4G SON has been primarily focused on several use cases affecting the RAN. There are increasing network dimension and complexity in 5G networks, especially considering the multiple services/devices/tenants in 5G networks. SON supporting for 5G should be considered.

4.B

 Management support for functionality supporting for edge computing
Edge computing enables operator and 3rd party services to be hosted close to the UE’s access point of attachment, so as to achieve an efficient service delivery through the reduced end-to-end latency and load on the transport network. 

The 5G core network may expose network information and capabilities to an Edge Computing application. The functionality supporting for edge computing includes, see 3GPP TS 23.501 [2]:
-
Local Routing: the 5G core network selects UPF to route the user traffic to the local Data Network.

-
Traffic Steering: the 5G core network selects the traffic to be routed to the application servers in the local Data Network.

-
Session and service continuity to enable UE and application mobility.

-
User plane selection and reselection, e.g. based on input from application function.

-
Network capability exposure: 5G core network and application function to provide information to each other via NEF as described in clause 5.3.10 [2].

-
QoS and Charging: PCF provides rules for QoS Control and Charging for the traffic routed to the local Data Network.

From SA5 network management point of view, some of the above functionality may need the management supporting to align with SA2 5G work.

4.X
NR archietcture
4.X.1
NR deployment option 3/3A 
In 5G initial deployment phase, a likely scenario is to deploy NR according to NR deployment option 3/3A (i.e. LTE-NR Dual Connectivity via EPC scenario): LTE eNB and non-standalone gNB are assumed to have the role similar to MeNB and SeNB respectively. Since LTE eNB as MeNB is already connected to EPC, leveraging EPC can further drive cost effective and early launch of the NR service for eMBB. 
Editor’s note: The interface between LTE eNB and non-standalone gNB (working name as Xx) will be decided later whether the interface functions are specified in X2AP or a new XnAP or a separate AP by RAN3. 

4.X.2
5G-RAN deployment options 
When the 5GC is introduced, depending on possible existing early 5G network and 5G deployment strategy, operator can establish 5G-RAN with one or more deploying options, including:

· Option 2: Standalone gNB is connected to the 5GC.

· Option 4/4A: the gNB is connected to the 5GC with non-standalone eLTE eNB. The non-standalone eLTE eNB’s user plane connection to the 5GC goes via the gNB (Option 4) or directly (Option 4A).

· Option 5: the standalone eLTE eNB is connected to the 5GC.

· Option 7/7A, the eLTE eNB is connected to the 5GC with non-standalone gNB. The non-standalone gNB’s user plane connection to the 5GC goes via the eLTE eNB (Option 7) or directly (Option 7A).
5G-RAN option 2, 4, 5 and 7 are specified in 3GPP TR 38.801 [3].
4.X.3
CU-DU split
The study on splitting the RAN architecture into CU (Centralized Unit) and DU (Distributed Unit) has been specified in TR 38.801 [3]. As mentioned in the conclusion on functional split between CU and DU of the TR, two approaches are indentified:

· Higher Layer Split
· Lower Layer Split

4.Y
5GC architecture
In the 5G system architecture specified in TS 23.501, besides CP and UP separation, 5GC control plane is modularized into multiple NFs to enable flexible deployment and efficient network slicing. Meanwhile, the service based architecture is introduced in 5G control plane to further enable the flexibility, so the interaction between network functions of 5GC is described in following two representation: 
· Reference point representation
· Service-based interface representation
Also, the identified data storage functions (i.e. UDSF and SDSF) are presented in data storage architecture diagram.

5GC architecture is documented in TS 23.501 [2].
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5.1.2.
Use case for supporting management of NR deployment option 3/3A 




5.1.2.1
Goal
Based on existing LTE/EPC management system, the operator can manage the Non-standalone gNB involved in NR deployment option 3/3A appropriately.

5.1.2.2
Pre-conditions

Operator has prepared infrastructure environment used to deploy the Non-stanalone gNB in deployment option 3.
The LTE eNB and EPC are available, and managed by existing management system appropriately.
5.1.2.3
Steps

1. The Non-standalone gNB is initially configured with basic setup information (e.g. local OAM IP address and EM information etc.) to establish OAM connection, then self-configuration related instance (e.g. EM) will execute self-configuratoin on the Non-standalone gNB with planned configuration data (including anchored MeNB configuration data etc.).
2. Before the Non-standalone gNB taking into operation, autonomous optimisation operation should be activated on the neighbour RAN nodes to include new cells in theirs corresponding neighbourhood list and set neighbour specific parameters.

3. After the Non-standalone gNB taking into operation, operator can be informed about any fault detected by the gNB via alarms or event reports.

4. The operator monitors the status of the Non-standalone gNB and collect performance measurement data from the Non-standalone gNB, which can be used for NR related KPI assessment.

5. If necessary, operator re-configures the Non-standalone gNB for purpose of radio network optimisation or adjustment.
Note: management procedures related to virtualized RAN will be studied in TR 32.864, and not specified in this TR.
5.1.3.
Use cases for supporting management of 5G-RAN


· 
· 
· 
· 


5.1.3.1
Use case for supporting management of standalone gNB connected to 5GC (option 2)
5.1.3.1.1
Goal
The operator establishes 5G-RAN with gNB according to option 2, and manages the involved standalone gNB appropriately. 
5.1.3.1.2
Pre-conditions

Operator has prepared infrastructure environment used to deploy standalone gNB . 

The 5GC is available, and managed by management system appropriately.
5.1.3.1.3
Steps

1. The standalone gNB is initially configured with basic setup information (e.g. local OAM IP address and EM information etc.) to establish OAM connection, then self-configuration related instance (e.g. EM) will execute self-configuratoin operation on the gNB with planned configuration data (including radio configuration data and 5GC connectivity data etc.).
2. Before the gNB taking into operation, autonomous optimisation operation should be activated on the neighbour gNBs or eNBs (if applied) to include new cells in their corresponding neighbourhood list and set neighbour specific parameters.

3. After the gNB taking into operation, operator can be informed about any fault detected by the gNB via alarms or event reports.

4. The operator monitors the status of the gNB and collect performance measurement data from the gNB, which can be used for NR related KPI assessment.

5. If necessary, operator re-configures the gNB for purpose of radio network optimisation or adjustment.

Note: management procedures related to virtualized RAN will be studied in TR 32.864, and not specified in this TR.
5.1.2.3
Use case for supporting management of eLTE eNB connected to 5GC (option 4, 5 and 7)
5.1.3.2.1
Goal
The operator establishes 5G-RAN with eLTE eNB according to option 4, 5 and 7, and manages the involved eLTE eNB and gNB (if applied) appropriately. Operator can collect and manage E-UTRA and NR related performance respectively if NR is deployed.
5.1.3.2.2
Pre-conditions

Operator has prepared infrastructure environment used to deploy eLTE eNB. 

The 5GC is available, and managed by management system appropriately.
5.1.3.2.3
Steps

1. The eLTE eNB is initially configured with basic setup information (e.g. local OAM IP address and EM information etc.) to establish OAM connection, then self-configuration related instance (e.g. EM) will execute self-configuratoin on the eLTE eNB with planned configuration data (including radio configuration data (including DC configuration data if applied) and 5GC connectivity data etc.).
2. Before the eLTE eNB taking into operation, autonomous optimisation operation should be activated on the neighbour eLTE eNBs, gNBs (if applied) and eNBs (if applied) to include new cells in theirs corresponding neighbourhood list and set neighbour specific parameters.

3. After the eLTE eNB taking into operation, operator can be informed about any fault detected by the eLTE gNB via alarms or event reports.

4. The operator monitors the status of the eLTE eNB and collect performance measurement data from the eLT eNB, which can be used for E-UTRA related KPI assessment.

5. If requested, operator re-configures the eLTE eNB for purpose of radio network optimisation or adjustment.
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