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Rationale

In the LTE network, most cell traffic intensively breaks out in certain short times and recovers to normal very quickly. 
3.1 PRB usage measurements
3.1.1 PRB Usage introduction
The following diagram shows examples for two statistics comparison in two different scenarios (A and B) during a measurement period of 10 seconds.
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Figure 1 Scenario A: DL Data Volume & DL PRB Usage Distribution without data burst
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Figure 2 Scenario B: DL Data Volume & DL PRB Usage Distribution with data burst














	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	







Figure 1 and Figure 2 shows the detailed PRB usage and data volume in every second in two scenarios.  Figure 3 shows the PRB usage information of the scenario A without data burst during the period of which the average PRB usage is 20.7 percent while Figure 4 shows the detailed information of PRB usage of the scenario B with data burst of which the average PRB usage is 27 percent.

PRB usage is a useful measurement for operator to evaluate the load condition of network. In 3GPP TS 36.314[1], Total PRB usage is defined as the following: 
Total PRB usage. Percentage of PRBs used, averaged during time period 
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In 3GPP SA5 TS 32.425[2], PRB usage related measurements with reference to the definition in TS 36.314 are  defined as the following:
DL Total PRB Usage: This measurement provides the total usage (in percentage) of physical resource blocks (PRBs) on the downlink for any purpose.
UL Total PRB Usage: This measurement provides the total usage (in percentage) of physical resource blocks (PRBs) on the uplink for any purpose.
Also, the granularity period is described in TS 32.401[3] as follows:
Valid values for the granularity period are 5 minutes, 15 minutes, 30 minutes, 1 hour. The minimum granularity period is 5 minutes in most cases, but for some measurements it may only make sense to collect data in a larger granularity period. 
Therefore, it can be inferred that the DL/UL Total PRB usage described in TS 32.425[1] is an average measuring result forwarded to the management system in a minimum granularity period of 5 minutes. But with the average measurements, operators can’t know the network situation during the traffic burst scenario.


To recognize the scenarios which the network with traffic burst and provide more information to operators, the PRB usage distribution during the measurememt period maybe shown as the following.

3.1.2 an example of showing the PRB usage in histogram
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Figure 3a PRB Usage Distribution Histogram for scenario A
[image: image12.png]PRB Usage Distribution

0~20% 21%~40% 41%~ 60% 61%~80% 81%™~ 100% PRB Usage




Figure 3b PRB Usage Distribution Histogram for scenario B
Figure 3a and 3b show the PRB Usage Distribution in the scenario with and without data burst time respectively. X-ray represents the value of the PRB usage (ranged from 0~100%), and this value is divided into five intervals as the x-label shows. Y-ray represents the number of the smapled PRB usage whose value belongs to each interval.








With this information, operator will be able to monitor the network load conditions with DL/UL Usage distribution according to the network data volume changes, and take this measurement as input to improve the user experiences and optimize the network when needed. 
3.2 IP Throughput measurements
3.2.1 IP Throughput introduction
Figure 1 shows an example of the average E-UTRAN IP throughput related measurements in the network.[image: image1.png]DL Data Volume(MB)
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Figure 5 average UE IP Throughput in DL
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Figure 6 Cumulative Distribution of Sampled UE IP throughput
In Figure 5, the top of the figure shows the records of IP Throughput in DL during the time from 14:00 to 16:45 according to the IP throughput measurements defined in TS 32.425. The bottom table shows the records of 10 sampled UE DL IP throughputs during the period.Figure 6 is the cumulative distribution of Sampled UE IP throughputs. It can be oberserved that although the IP throughput measurement is 5.6Mbps, actually there are up to 70 percent sampled DL UE IP throughputs are less than 5Mbps. In this case, the real user experience may not be as high as expected. 
In order to better monitor how E-UTRAN impacts the service quality provided to end users, the IP throughput distribution during the measurement period maybe show as the following.

3.2.2 An example of showing the UE IP throughput in histogram
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Figure 7 UE IP throughput Distribution Histagram
Figure 7 shows UE IP throughput distribution, where the x-ray represents the value of IP throughput. Y-ray reperesents the number of UE IP throughput whose value goes between x and y, i.e, the number of UE IP throughput whose value goes between 1Mbps and 5Mbps is 30 percent. The IP throughput requirements according to services can be taken into consideration for the threshold configuring for the interval-values. 
With this information, operator will be able to monitor the user experience of the network, and take this measurement as a key input to show how E-UTRAN impacts the service quality provided to an end-user.
4
Detailed proposal

Proposal 1: It is proposed to add the following description in the use case to include PRB usage distribution in 32.425.
Proposal 2: It is proposed to add the following description in the use case to include IP Throughput distribution in 32.425.


First modification 
A.5
Monitor of cell level QoS and radio resource utilisation

In an E-UTRAN cell the quality of service achieved is directly influenced by a number of factors, including:

· Loading of users on the cell

· Traffic loading and characteristics

· UE locations and mobility

· RRM policies

· Scheduling

· congestion control

· admission control

· layer 2 protocol configuration

· Mapping of traffic to QCI

· Setting of QoS parameters other than the QCI.

It is very important to be able to monitor the QoS to determine whether the combined effect of these policies, algorithms and external factors is satisfactory. Unsatisfactory QoS may be rectified by adjusting policies and RRM settings, for instance.

Cell bit-rate

A fundamental measure of QoS is the throughput (data rate) of the cell. The total cell throughput measured across all radio bearers gives an indication of the loading and activity in the cell. Adding a per QCI counter allows the loading on the different QCIs to be measured.  For example, if QCI 1 is used exclusively for VoIP then the loading of conversational speech can be directly determined.  Finally, the maximum throughput can indicate to the operator whether there is enough capacity in the network; for example, is the backhaul sufficient.  Separate counters should be configured on the downlink and uplink. Complexity may be reduced by performing the counters at layer 3, giving the ingress bit-rate to the eNB on the downlink and the egress bit-rate from the eNB on the uplink.
Cell throughput includes both User Plane data and Control Plane data. To support the User Plane data, necessary Control Plane data also need to be transmitted. This Control Plane data although required, will not be perceived (felt) by the User. The total cell throughput helps to evaluate the usage of bandwidth and radio resource.
Operators ideally want to see the Control Plane data as small as possible when compared to the User Plane data without compromising on the service.

Hence it is important to monitor the total cell throughput as well as how much is occupied by Control Plane Data.
Number of actives UEs

It is also of interest to determine how many users are enjoying the throughput numbers determined for each QCI.  Therefore, we may count the number of users that are active for each QCI – here active users have data queued pending transmission.  A simple division of the throughput (data rate) of a QCI by the number of active users on the QCI indicates the throughput per user on the QCI.  For example, taking QCI 1 this metric could indicate the typical codec rate being employed in the cell.  Alternatively, for QCI 9 supporting low priority TCP-based traffic it can indicate the typical bandwidth pipe size for a user when he has data to send / receive.

DL packet delay

Latency is of prime concern for some services, particularly conversational services like speech and instant messaging.  A counter is added to measure the mean delay for IP packets incurred within the eNodeB.  Separate counters are provided per QCI which are particularly useful when the QCI is used by very few services and the packet sizes vary little. It is only practical to measure packet delays on the downlink.

In case of the eNodeB serving one or more RN, the packet delay includes both the internal processing delay at eNB) and UE/RN as well as the packet transferring delay on the radio link. As RN UE’s packets need to be transferred via between E-UTRAN snfRN while packets for UEs directly connected to eNB need to pass through only Uu interface, packet delay optimization mechanism may be different for RN UEs and eNB UEs.  Therefore it is beneficial to have measurements on packet delay separately for packets transmitted between the eNodeB and UEs and for packets transmitted between the E-UTRAN and RNs.

DL packet drop rate

When a cell is heavily loaded congestion can take place. When congestion is not severe, the impact is typically the incurrence of additional delay for non-GBR radio bearers. However, when congestion is severe the eNodeB may be forced to discard packets.  It is important for the operator to have visibility of packet discard so that corrective action can be instigated (for example, by adjusting admission control settings in the network). It is only practical to measure packet discards on the downlink.  Packet discards on handover should not be included in the count.

PRB Usage

The resource utilisation, measured in terms of physical resource blocks (PRBs), is a useful measure of whether a cell is lightly loaded or not.  Loading is a key input to network capacity planning and load balancing.  Furthermore, when resource utilisation per QCI is reported the distribution of resources between different services can be estimated.

The PRB usage distribution could provide operators the load distribution information of the network during the collecting time period.According to the resource utilisation distribution and other measurement like Total PRB usage, the scenarios where a cell may experience high load in certain short times (e.g. in a second) and recover to normal very quickly can be recognized.The PRB usage distribution is a useful measure for operator to be aware of whether a cell has ever experienced high load or not in the monitoring duration. Also, this statistics information will help recognizing the air interface caused by data burst in the scenarios when the TCP-based apps are disturbed.Thisinformation is a key input to network capacity planning and load balancing. 
For a RN that requires subframe configuration, the RN can only be scheduled by the eNodeB within subframes configured for RN, while macro UE can be scheduled in any subframe. Therefore in certain scenario it may be possible that the PRB usage is different for the subframe configured for the RN and for any other subframe. For example, in case there are many RNs in the network and only a few UEs connected directly to the eNodeB, it may happen that the PRB usage in the subframe configured for RN is quite high, while the subframes used for UEs is low. Therefore it is beneficial to measure the PRB usage separately for RN and the total PRB usage. The total PRB usage includes the PRB usage for RN traffic and UE traffic, while the RN PRB usage includes only PRB usage for RN traffic.

Second modification 
A.x
Use case of UE IP throughput Distribution

Operator may want to monitor the information of the user experience of the network during the monitoring period. In some scenarios which the network load becomes very high in short time, although the average IP thoughput measured during the statistic period is rather good , the user experience may not be always satisfied cause the UE IP throughput may varies a lot during the period. It would be useful for operators to know the statistics information on the UE IP throughput. With the information of UE IP throughput distribution, operator may consider to optimize the network if needed.
End of modification 
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