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1
Decision/action requested

The group is asked to discuss the proposal.
2
References

[1]
3GPP TR 38.801 “Study on New Radio Access Technology: Radio Access Architecture and Interfaces”
3
Rationale

This pCR proposes a CM use case of instantiation of VNF and PNF that forms a gNB, based on information provided below (TR 38.801 [1]).
Summary on characteristics of different CU-DU split options is shown in Table 11.1.2.9-1.

Table 11.1.2.9-1 Summary on characteristics of different CU-DU split option

	
	Opt.

1
	Opt.

2
	Opt.

3-2
	Opt.

3-1
	Opt.

5
	Opt.

6
	Opt.

7-3
(only for DL)
	Opt.

7-2
	Opt.

7-1
	Opt.

8

	Baseline available
	No
	Yes (LTE DC)
	No
	Yes (CPRI)

	Traffic aggregation
	No
	Yes

	ARQ location
	DU
	CU
May be more robust under non-ideal transport conditions

	Resource pooling in CU
	Lowest
	in between (higher on the right)
	Highest

	
	RRC only
	RRC + L2 (partial)
	RRC + L2
	RRC + L2 + PHY (partial)
	RRC + L2 + PHY

	Transport NW
latency requirement
	Loose
	FFS
	Tight

	Transport NW Peak BW requirement
	N/A
	Lowest
	in between (higher on the right)
	Highest

	
	No UP req.
	baseband bits
	Quantized IQ (f)
	Quant. IQ (t)

	
	-
	Scales with MIMO layers
	Scales with antenna ports

	Multi-cell/freq. coordination
	multiple schedulers
 (independent per DU)
	centralized scheduler
 (can be common per CU)

	UL Adv. Rx
	FFS
	NA
	FFS
	Yes

	Remarks
	NOTE 4
	
	
	
	NOTE 5/6
	NOTE 5
	NOTE 5
	NOTE 5
	
	


NOTE 1:
This summary is based on LTE protocol stack and is to be updated if necessary based on NR protocol stack.
NOTE 2:
This summary table is not to be used for evaluation of split options in its current form.
NOTE 3:
The table is intended to provide a high-level summary on the characteristics of the different CU-DU split options. Therefore, the items listed are non-exhaustive (but rather limited to some of the main items), and the descriptions are abstractive (rather than being accurate but too detailed).
NOTE 4:
Beneficial for URLLC/MEC (FFS).

NOTE 5:
Complexity due to separation of Scheduler & PHY processing.

NOTE 6:
Complexity due to separation of Scheduler & HARQ.
Table A-1 Requirements on the underlying transport network due to a certain functional split, as a consequence to support a certain feature/use case
	Protocol Split option
 

	Required bandwidth 
	Max. allowed one way latency [ms] 
	Delay critical feature

	Comment

	Option 1
	[DL: 4Gb/s]
[UL: 3Gb/s]
	[10ms]
	
	

	Option 2
	[DL: 4016Mb/s]
[UL:3024 Mb/s]                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                           
	[1.5~10ms]
	
	[16Mbps for DL and 24Mbps for UL is assumed as signalling]

	Option 3
	[lower than option 2 for UL/DL]
	[1.5~10ms]
	
	

	Option 4
	[DL:4000Mb/s]
[UL:3000Mb/s]
	[approximate 100us]
	
	

	Option 5
	[DL: 4000Mb/s]
[UL: 3000 Mb/s]
	[hundreds of microseconds]
	
	

	Option 6
	[DL: 4133Mb/s]  

[UL:5640 Mb/s]
	[250us]
	
	[133Mbps for DL is assumed as scheduling/ control signalling.

2640Mbps for UL is assumed as UL-PHY response to schedule]

	Option 7a
	[DL:10.1~22.2Gb/s]
[UL:16.6~21.6Gb/s]
	[250us]
	
	[713.9Mbps for DL and 120Mbps for UL is assumed as  MAC information]

	Option 7b
	[DL:37.8~86.1Gb/s]
[UL:53.8~86.1 Gb/s] 
	[250us]
	
	[121Mbps for DL and 80Mbps for UL is assumed as  MAC information]

	Option 7c
	[DL:10.1~22.2Gb/s]
[UL:53.8~86.1Gb/s]
	[250us]
	
	

	Option 8
	[DL:157.3Gb/s]
[UL: 157.3Gb/s]
	[250us]
	
	


Note: The values are examples provided by LTE reference, as provided in [11] and [14] (modification of required bandwidth in [11]), and are to be replaced by NR values when available. The assumptions for required bandwidth are in Table A-2.
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4
Potential Use Cases related to management of virtualized network functions that are part of the NR
4.1
Life Cycle Management use cases

4.1.x
Instantiation of virtualized part of a gNB

4.1.x.1 
Issues
A gNB in the New RAN may contain the following characteristics:

- 
The gNB can be functionally split into Central Unit (CU) and Distributed Unit (DU) (see clause 11.1 in [1]).

- 
The functional split between CU and DU of the gNB includes 8 options (see clause 11.1.1 in [1]). Each CU-DU split option has specific characteristic that are listed in Table 11.1.2.9-1 in [1], in which transport network latency and transport network peak bandwidth are key requirements. Table A-1 [1] lists the bandwidth and latency of the underlying transport network that should be considered for each CU-DU functional split option. 
- 
The CU that is part of a gNB can be virtualized (see clause 11.3.1 in [1]).

-
The DU that is part of a gNB cannot be virtualized. 

 To meet the interface requirements mentioned above, the following considerations may apply: 
-
A specific underlying transport networks (e.g. optical, etc) between CU and DU may be required.

-
The distance between the CU and DU may need to be within a limit;

4.1.x.2 
Pre-conditions

- 
Operator decides to instantiate the virtualized part of a gNB.

- 
The underlying transport network requirements for the selected CU-DU functional split option is known.

- 
The VNF package for the virtualized part of a gNB has been on-boarded.

-
The descriptor of the non-virtualized part of the gNB on boarded to NFVO.

4.1.x.2 
Description

NM requests NFVO to instantiate the virtualized part of a gNB (see clause 7.3.3 of ETSI GS NFV-IFA 013 [x]), with the following information:

· The underlying transport network requirements (e.g. bandwidth, latency, transport network type (e.g. optical)) for the interface between the virtualized part and non-virtualized part of a gNB.

· The location constraints for the NFVI where the virtualized part of a gNB needs to be instantiated, or  the location of non-virtualized part of the gNB that can be used to choose the NFVI location.
Editor’s Note: 
· The case that the virtualized part and non-virtualized part of a gNB are from a single vendor is supported; 
· Whether the virtualized part and non-virtualized part of a gNB can be from different vendors is FFS, as it is pending on RAN3 decison.
NFVO selects a NFVI where the virtualized part of a gNB will be instantiated, and the transport network to be used to connect virtualized part  and non-virtualized part of a gNB in order to meet the requirements given by NM.  

NFVO responds to NM to indicate the virtualized part of a gNB has been instantiated successfully.

4.1.x.3 Post-conditions

The virtualized part of a gNB is instantiated onto the appropriate NFVI.
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5
Potential requirements on management of virtualized network functions that are part of the NR

5.Y
Life cycle management
REQ-VRAN_Mgmt-CON-X 3GPP management system should be able to instantiate the virtualized part ofof a gNB (see requirement Os-Ma-nfvo.NsLcm.001 in [x]).
REQ-VRAN_Mgmt-CON-Y 3GPP management system should be able to provide the underlying transport networks requirements on the interface between virtualized part and non-virtualized part of a gNB. 

REQ-VRAN_Mgmt-CON-Z 3GPP management system should be able to provide the location constraints for the NFVI where the virtualized part of a gNB needs to be instantiated.
	End of Modified Section














