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Decision/action requested

Discussion of the paper and decision on the proposal
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Problem
The EM (we call it instantiating EM below) participating in the VNF instantiation procedure (dedicated VNF instantiation initiated by NM/EM, or instantiation of VNF as part of NS), communicating with the VNFM executing VNF instantization as shown in Figure-1, may not be the EM actually to manage the VNF instance.
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Figure-1: Separate Managing EM and Instantiating EM in NFV management architecture
Baesd on the existing solution described in clause 5.4.5 of 3GPP TS 28.525 [2], the managing EM can be reached by the following possible ways:

· 1)  Reusing MVPnP mechanism, where IP address or FQDN of the managing EM is known by the VNF instance, secure (vendor internal) DNS server, or secure (vendor internal) DHCP server, see clause 5.5 of 3GPP TS 32.508 [3];
· 2)  Provision of IP address or identifier (e.g., FQDN) of managing EM by instantiating EM to VNFM as VNF configuration data, VNFM then provides the newly instantiated VNF with the managing EM IP address or identifier (e.g., using set initial configuration operation), so that the newly instantiated VNF can connect to the managing EM;
· 3)  Provision of IP address or identifier (e.g., FQDN) of managing EM by instantiating EM to VNFM as VNF instantiation parameter, VNFM then provides the newly instantiated VNF with the managing EM IP address or identifier (e.g., using set initial configuration operation), so that the newly instantiated VNF can connect to the managing EM;
However, the problem is, in NFV environment, the VNF can be instantiated on demand by the operator dynamically and remotely, the managing EM can be different for different instances initiated from the same VNF package. So it is desirable for operators to designate the managing EM for the VNF instance.

Thus, for the MVPnP mechanism listed in 1) above, the IP address or identifier of the managing EM is unlikely to be pre-known by the VNF package, vendor internal DNS server or vendor internal DHCP server; for 2) and 3), the IP address or identifier of the managing EM needs to be known by the instantiating EM prior to the instantiation process. 
4
Proposal
NM pre-configures the IP address or identifier of the managing EM to instantiating EM for the VNFs to be instantiated. Add the following changes to 28.525.
---------------------------------------------------------------- 1st change ------------------------------------------------------------------
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-------------------------------------------------------------- next change -----------------------------------------------------------------
5.1
Requirements

REQ-NFV_LCM-CON-1
VNFM shall have a capability to handle subscription and un-subscription to VNF lifecycle change notifications (see requirements Vnfm.VnfLcm.001 in [5] and Ve-Vnfm-em.VnfLcn.001 in [8]).

REQ-NFV_LCM-CON-2
VNFM shall have the capability to process a request for scaling a virtualized network function (see requirements Vnfm.VnfS.001, Vnfm.VnfS.002, Vnfm.VnfS.003, Vnfm.VnfS.004 in [5] and Ve-Vnfm-em.VnfLcm.001 in [8]).

REQ-NFV_LCM-CON-3
VNFM shall have the capability to notify about lifecycle changes of a virtualized network function (see requirements Vnfm.VnfLcm.001 in [5], Ve-Vnfm-em.VnfLcn.002, Ve-Vnfm-em.VnfLcn.003 and Ve-Vnfm-em.VnfLcn.004 in [8]).

REQ-NFV_LCM-CON-4
EM shall have a capability allowing NM to enable/disable the auto-scaling of the corresponding VNF instance(s) for an NE.
REQ-NFV_LCM-CON-5
VNFM shall provide a capability allowing EM to enable/disable the auto-scaling of a specific VNF instance(s) (see requirement Ve-Vnfm-em.VnfCm.001 in [8] and clause 7.1.12 in [9]).
REQ-NFV_LCM-CON-6
NFVO shall have the capability allowing NM to request instantiation of a NS (see requirements Nfvo.NsI.001 in [5] and Os-Ma-nfvo.NsLcm.001 in [6]).
REQ-NFV_LCM-CON-7
NFVO shall have the capability allowing NM to request termination of a NS (see requirements Nfvo.NsT.001 in [5] and Os-Ma-nfvo.NsLcm.002 in [6]).
REQ-NFV_LCM-CON-8
NFVO shall have the capability allowing NM to request querying a NS (see requirement Os-Ma-nfvo.NsLcm.003 in [6]).
REQ-NFV_LCM-CON-9
NFVO shall have the capability allowing NM to request scaling of a NS (see requirements Nfvo.NsS.001, Nfvo.NsS.002 and Os-Ma-nfvo.NsLcm.004 in [6]).
REQ-NFV_LCM-CON-10
NFVO shall have the capability allowing NM to request updating of a NS (see requirements Nfvo.NsU.001 and Os-Ma-nfvo.NsLcm.005 in [6]).
REQ-NFV_LCM-CON-11
NFVO shall have the capability allowing NM to request healing of a NS (see requirement Os-Ma-nfvo.NsLcm.010 in [6]).
REQ-NFV_LCM-CON-12
NFVO shall have the capability allowing NM to request scaling of a virtualized network function as part of NS scaling (see requirements Nfvo.NsS.003 in [5] and Os-Ma-nfvo.NsLcm.014 in [6]).
Note 1:
Disabling auto-scaling means VNFM is not allowed to start new auto-scaling operation to scale the corresponding VNF instance(s).
Note 2:
Enabling auto-scaling means VNFM is allowed to start new auto-scaling operation to scale the corresponding VNF instance(s).
REQ-NFV_LCM-CON-13
NFVO shall provide a capability allowing NM to request enabling/disabling the auto-scaling of specific VNF instance(s) as part of NS updating (see requirement Os-Ma-nfvo.NsLcm.020 in [6] and clause 7.1.12 in [9]).
REQ-NFV_LCM-CON-14
NM shall have the capability to synchronize with the NFVO changes performed by 3GPP management system related to configuration and information managed by NFV-MANO about NS and VNF instances.
REQ-NFV_LCM-CON-x
NM shall have the capability to designate the managing EM of the VNFs to be instantiated.
--------------------------------------------------------------- next change -----------------------------------------------------------------
5.4.x
Designation of managing EM for the VNFs to be instantiated
	Use Case
	Evolution/Specification
	<<Uses>>
Related use

	Goal 
	Support operators to designate the managing EM for VNFs to be instantiated
	

	Actors and Roles
	NM, preconfigures the IP address or identifier of managing EM for VNFs to be instantiated.
	

	Telecom resources
	NM, EM, Managing EM
	

	Assumptions
	EM, involved in the VNF instantiation procedure with VNFM, is able to provide the IP address or identifier of the managing EM of a newly instantiated VNF, or is able to provide IP address or FQDN of the managing EM to the VNF instance according to MVPnP mechanism (see 32.508 [x])
	

	Pre-conditions
	
	

	Begins when 
	The operator decides to designate the managing EM for the VNFs to be instantiated.
	

	Step 1 (M)
	NM provides the IP address or identifier of managing EM for VNFs to be instantiated to the EM involved in the VNF instantiation procedure with VNFM. 
	

	Step 2 (M)
	EM acknowledges the successful configuration of the IP address or identifier of managing EM to NM. 
	

	Ends when 
	Ends when all steps identified above are completed or when an exception occurs.
	

	Exceptions
	One of the steps identified above fails.
	

	Post-conditions
	EM, involved in the VNF instantiation procedure with VNFM, has the IP address or identifier of the managing EM for the VNFs to be instantiated, and can provide the IP address or identifier of managing EM to VNFM or VNF instance according to the steps specified in clause 5.4.5.
	

	Traceability 
	REQ-NFV_LCM-CON-x
	


--------------------------------------------------------------- next change -----------------------------------------------------------------
6.1.1
Requirements for Itf-N

REQ-NFV_LCM_Itf-N-FUN-1
IRPAgent shall support a capability allowing IRPManager to request VNF instantiation.

REQ-NFV_LCM_Itf-N-FUN-2
IRPAgent shall support a capability to inform IRPManager the result of VNF instantiation.

REQ-NFV_LCM_Itf-N-FUN-3
IRPAgent shall support a capability allowing IRPManager to request VNF termination.

REQ-NFV_LCM_Itf-N-FUN-4
IRPAgent shall support a capability to inform IRPManager the result of VNF termination.

REQ-NFV_LCM_Itf-N-FUN-5
IRPAgent shall support a capability allowing IRPManager to change the capacity of virtualized NE.

REQ-NFV_LCM_Itf-N-FUN-6
IRPAgent shall support a capability allowing IRPManager to request enabling/disabling the auto-scaling of the VNF instance(s) corresponding to an NE.
REQ-NFV_LCM_Itf-N-FUN-x
IRPAgent (of the EM involved in the VNF instantiation procedure with VNFM) shall support a capability allowing IRPManager to provide the IP address or identifier of the managing EM for the VNFs to be instantiated. The IP address or identifier of the managing EM is provided based on the VNF type (e.g., MME, CSCF) and/or the IP address range of the VNF instance.
--------------------------------------------------------------- next change -----------------------------------------------------------------

6.4.y
Managing EM connecting use cases

6.4.y.1
Pre-configuration of IP address or identifier of the managing EM
	Use case stage
	Evolution/Specification
	<<Uses>>
Related use

	Goal 
	Support operators to designate the managing EM for VNFs to be instantiated.
	

	Actors and Roles
	NM
	

	Telecom resources
	NM, EM, managing EM
	

	Assumptions
	EM, involved in the VNF instantiation procedure with VNFM, is able to provide the IP address or identifier of the managing EM of a newly instantiated VNF, or is able to provide IP address or FQDN of the managing EM to the VNF instance according to MVPnP mechanism (see 32.508 [x])
	

	Pre-conditions
	
	

	Begins when 
	The operator decides to provide the IP address or identifier of the managing EM for the VNFs to be instantiated.
	

	Step 1 (M)
	IRPManager provides, via Itf-N the IP address or identifier of managing EM for VNFs to be instantiated to the IRPAgent of the EM involved in the VNF instantiation procedure with VNFM. 
	

	Step 2 (M)
	IRPAgent acknowledges, via Itf-N, the successful configuration of the IP address or identifier of managing EM to NM. 
	

	Ends when
	Ends when all steps identified above are completed or when an exception occurs.
	

	Exceptions
	One of the steps identified above fails.
	

	Post-conditions
	EM, involved in the VNF instantiation procedure with VNFM, has the information about provisioned IP address or identifier of the managing EM for the VNFs to be instantiated, and can use this information to provide the IP address or identifier of managing EM to VNFM or VNF instance according to the steps specified in clause 5.4.5.
	

	Traceability
	REQ-NFV_LCM_Itf-N-FUN-x
	


------------------------------------------------------------- End of change ---------------------------------------------------------------
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