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4.1.4
Alarm forwarding and filtering

As soon as an alarm is entered into or removed from the active alarms list Alarm notifications shall be forwarded by the NE, in the form of unsolicited notifications;

If forwarding is not possible at this time, e.g. due to communication breakdown, then the notifications shall be sent as soon as the communication capability has been restored. The storage space will be limited. The storage capacity will be Operator and implementation dependent. If the number of delayed notifications exceeds the storage space then an alarm sychronization procedure shall be run when the communication capability has been restored.

If the N interface is implemented in the NE, then the destination of the notifications is the NM, and the interface shall comply with the stipulations made in clause 5. If the N interface resides in the EM, proprietary means may be employed to forward the notifications to the EM. Note that, even if the N interface is implemented in the NE, the EM may still also receive the notifications by one of the above mechanisms, however, the present document does not explicitly require the NEs to support the EM as a second destination.

The event report shall include all information defined for the respective event (cf. subclauses 4.1.1, 4.1.2 and 4.1.3), plus an identification of the NE that generated the report. This NE identification shall be identical to the identifiers defined within the CM domain, see [1].

The system operator shall be able to allow or suppress alarm reporting for each NE. As a minimum, the following criteria shall be supported for alarm filtering:

· the NE that generated the alarm, i.e. all alarm messages for that NE will be suppressed;

· the device/resource/function to which the alarm relates;

· the severity of the alarm, except "clear". Suppression of alarm clear messages shall be determined according to the following stipulations:

· if the initial alarm was not suppressed, then the alarm cleared message shall also be forwarded;

· if the initial alarm was suppressed, then the criteria set for alarm suppression at the time the cleared message occurs shall be taken into account;

· the time at which the alarm was detected, i.e. the alarm time; and,

· any combination of the above criteria.

The result of any command to modify the forwarding criteria shall be confirmed by the NE to the requesting operator.

4.1.5
Storage and retrieval of alarms in/from the NE

For fault management purposes, each NE will have to store and retain the following information:

· a list of all active alarms, i.e. all alarms that have not yet been cleared; and

· alarm history information, i.e. all notifications related to the occurrence and clearing of alarms.

The storage space for alarm history in the NE will be limited. Therefore it shall be organised as a circular buffer, i.e. the oldest data item(s) shall be overwritten by new data if the buffer is full. Further "buffer full" behaviours, e.g. those defined in [11], may be implemented as an option. The storage capacity itself, and thus the duration for which the data can be retained, will be Operator and implementation dependent.

4.2
State management

The State Management is a common service defined within Configuration Management (TS 32.106) and used by several management areas, including Fault Management. In this clause, some detailed requirements on State Management as they apply to the Fault Management are defined. 

From the point of view of Fault Management, only two of the three primary state attributes are really important: the Administrative state and the Operational state. In addition the resources may have some secondary ‘status’ attributes which give further detailed information about the reason of the primary state.

The Administrative state is used by the Operator to make a resource available for service, or to remove a resource from service. For example:

· for fault correction the Administrative state can be used to isolate a faulty resource;

· in case of redundancy the Administrative state can be used to lock the active resource and let the standby resource to become active (preventive maintenance);

· for Test management the Administrative state can be used to put a resource out of service to run an intrusive test on it.

The Operational state gives the information about the real capability of a resource to provide or not provide service. 

· The operational state is "enabled" when the resource is able to provide service, "disabled" when the resource cannot provide service.

· A resource can lose the capability to provide service because of a fault or because another resource on which it depends is out of service (e.g. disabled or locked).

· In case a resource does not loose completely its capability to provide service, the Operational state shall be "enabled" and the Availability status shall be "degraded".

The changes of the state and status attributes of a resource must be notified to the relative manager(s) as specified in TS 32.106. 

When a state change is originated by a failure, the alarm notification and the related state change notifications must be correlated to each other by means of explicit relationship information.
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Also in this case (see section 4.1.5) there will be a limited storage capacity.
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The forwarding and filtering of state change notifications shall not be defined in the TS 32.111
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