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Foreword

This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

The network slicing is a key feature for the next generation network. It is about transforming the network/system from a static “one size fits all” paradigm, to a new paradigm where logical networks/partitions are created, with appropriate isolation, resources and optimized topology to serve a particular purpose or service category (e.g. use case/traffic category, or for internal reasons) or even individual customers (logical system created “on demand”). It can be enriched by use of NFV and SDN.

The network slicing concept consists of 3 layers: 1) Service Instance Layer, 2) Network Slice Instance Layer, and 3) Resource layer where each layer requires management functions, see reference 3GPP TR 23.799 [2]. This document specifies use cases for management of network slicing, potential requirements, potential solutions and recommendations.

1
Scope

The study investigates and makes recommendations on management and orchestration for network slicing on the Network Slice Instance Layer [2] and for non virtualised NE’s also the Resource layer:

1. Use cases and requirements for management and orchestration of network slicing 
2. Management and orchestration terminology and concepts for slices. The relationship between network slice management and orchestration concepts developed in this study and the management and orchestration concepts defined by ETSI NFV.

3. Management of network function sharing in the context of network slicing (e.g. network function sharing support, and lifecycle management functions of the of mobile network resources for network slices).
4. Impacts to management when a slice instance is shared between multiple parties (e.g. multiple partners and multiple domains etc.) based on the slice sharing, see reference 3GPP TR 23.799 [2]. 
5. Isolation of management data between different parties within a slice instance if needed.

6. Impacts derived from Management of 3GPP Network Slices on the ETSI MANO architecture and procedures will be coordinated with ETSI.

7.  Automation of management and orchestration of network slice instances and the related policy configurations. 
8. Management and orchestration mechanisms to support the isolation/separation of mobile network resources used by different network slice instances and the corresponding configuration of isolation/separation.

9. Solution for management and orchestration of network slicing and how it affects the specifications (e.g. Interface IRPs, Network Resource models and trace specifications).

Furthermore the 3GPP role for Service Instance Layer has been investigated.

The Resource layer for VNFs is excluded from this study.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]
3GPP TR 23.799: "3rd Generation Partnership Project; Technical Specification Group Services and System Aspects; Study on Architecture for Next Generation System (Release 14)"
[3]
3GPP TR 22.864: "Feasibility Study on new Services and Markets Technology Enablers – Network Operation v14.0.0."
[4]
NGMN 5G WS P1 Sub – Task Network Management and Orchestration, v2.6.0.

[5]
NGMN Alliance: "Description of Network Slicing Concept", Version 1.0, January 13, 2016 (http://www.ngmn.org/publications/technical.html).
[x]
3GPP TR 22.891: "Feasibility Study on New Services and Markets Technology Enablers; Stage 1"
3
Definitions and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].


Logical resource isolation: FFS.
Physical resource isolation: Physical resource allocated for one network slice cannot be used by other network slices in order to avoid negative effect between multiple network slice instances.
3.2
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

NFV
Network Functions Virtualisation
MANO
Management and Orchestration

VNF
Virtualized Network Function

4 
Concepts and Background

4.1
Network slice instance lifecycle

A network slice instance is a managed entity in the operator’s network with a lifecycle independent of the lifecycle of the service instance(s). The network slice instance lifecycle typically includes an instantiation, configuration and activation phase, a run-time phase and a decommissioning phase. During the network slice instance lifecycle the operator needs to manage the network slice instance.

The lifecycle of a network slice is described by the following phases:

· Preparation phase

· Instantiation, Configuration and Activation phase

· Run-time phase

· Decommissioning phase
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Figure 4.X-1: Lifecycle phases of a network slice instance
Each phase defines high level tasks and should include appropriate verification of the output of each task in the phase.  

Preparation phase

In the preparation phase the network slice instance does not exist. The preparation phase includes the creation and verification of network slice blueprint(s) [5], the onboarding of these as well as any other preparations that are needed in the network. 
Instantiation, Configuration and Activation phase 

During instantiation/configuration all resources shared/dedicated to the network slice instance have been created and are configured, i.e. to a state where the network slice instance is ready for operation. The activation step includes any actions that makes the network slice instance active, e.g. diverting traffic to it, provisioning databases (if dedicated to the network slice, otherwise this takes place in the preparation phase) etc. Network slice instantiation, configuration and activation can include instantiation, configuration and activation of other common and/or specific network function(s).

Run-time phase 

In the run-time phase the network slice instance is capable of traffic handling. The run-time phase includes supervision/reporting (e.g. for KPI monitoring), as well as activities related to upgrade and reconfiguration. Reconfiguration could map to several workflows related to runtime tasks, e.g. scaling up capacity and moving network functions.

Decommissioning phase 

The decommissioning phase includes deactivation (taking the network slice instance out of active duty) as well as the termination of dedicated resources and removal of configuration of shared/dependent resources. After decommissioning the network slice instance does not exist anymore.

5
Use Cases

5.1
Use case for creating two new network slice instances for different end user services with shared AN and no common CN NFs

5.1.1
Pre-conditions
Operator wants to deploy MBB and mIoT services in the network. 
The shared AN of multiple slices is available.
5.1.2
Description 
Several inputs are relevant for differentiating among services. 
In this use case, the operator decides to create two network slice instances without using common CN NFs: one for MBB services and another for mIoT services. 

The operator configures the network slice instances.  Both the network slice instance for MBB and the network slice instance for mIoT contain dedicated CN NF respectively.
The operator then activates the two network slice instances A and B. 

5.1.3
Post-conditions
Two network slice instances with different characteristics have been created and are operational to carry the MBB services and mIoT services.
5.2
Management support to the network slicing
5.2.1
Pre-conditions
Operator wants to create and manage network slice instances based on customers' needs.

5.2.2
Description
Network slicing is a key enabler for new business models. By exploiting the network slice specific customization, the mobile network customers and industry customers could share the same network infrastructure, where each customer could have the corresponding network slice instance to fulfill each own different requirements, such as policy control, security, mobility, charging, latency, reliability, etc.
The main aspects of management support to the network slicing include:

· The operator creates network slice instances based on different service requirements. For example, the operator may create two network slice instances for two different requirements: one network slice instance with medium throughput and low latency for V2X communication and the other network slice instance with high throughput and high latency toleration for HD video streaming.

· The operator monitors the status of the target network slice instances, such as network functions, services, throughput, latency, the number of connections, etc, and may configure some slice-specific parameters.

· When the service is no longer needed, the operator may delete the corresponding network slice instance if that network slice instance does not support any services.
5.2.3
Post-conditions
Different network slice instances fulfill different requirements of customers using the same network infrastructure.
5.3
Creating a network slice instance with common and slice specific CN network functions and shared AN

5.3.1
Pre-conditions
The operator wants to create multiple network slice instances.  The network slice instances may contain some functions that are common to multiple network slice instances and some that are specific to a network slice instance. 
The shared AN of multiple slices is available.
5.3.2
Description 
In some cases, common CN network functions can be shared among multiple network slice instances. The common CN network functions can be virtualized network functions or non-virtualized network functions.
The operator selects some common CN network functions and slice specific network functions to compose a network slice instance. The operator specifies the associated parameters to create a network slice instance (e.g. loading and geographic constraints).  

When creating a new network slice instance, the operator determines if existing common CN network functions are available. 

· In case of that common CN network functions are available, only the slice specific CN network functions may need to be created. 

· In case of no common CN network functions are available, the common CN network functions need to be created and the specific CN network functions may need to be created respectively. The new common CN network functions created only belong to the new single network slice instance at this point and therefore they are slice specific until shared by other network slice instances.
5.3.3
Post-conditions
A network slice instance is created where some of the CN network functions are common to multiple network slice instances and some are specific to the network slice instance.  

5.4
Modifying a network slice instance with common and slice specific CN network functions and shared AN
5.4.1
Pre-conditions
The operator wants to modify an existing network slice instance that is composed of network functions that are common to multiple network slice instances and specific to the network slice instance. 
The shared AN of multiple slices is available.
5.4.2
Description 
Operator determines whether the common CN network functions or specific CN network functions of the network slice instance need to be modified.  

· If operator wants to modify the slice specific CN network functions, then the operator only needs to update the specific CN network functions.
· If operator wants to modify the common CN network functions, operator checks whether the modification of CN network function may impact other network slice instances, if there is no impact then updates the common CN network function if needed. 

5.4.3
Post-conditions
A network slice instance that is composed of common CN network functions and slice specific CN network functions are modified by the operator without negatively impacting the other network slice instances.    

5.5
Terminating a network slice instance with common and slice specific CN network functions and shared AN

5.5.1
Pre-conditions
A network slice instance is in service.
The shared AN of multiple slices is available.
5.5.2
Description 
Operator terminates an existing network slice instance. If the network slice instance to be terminated depends on common/shared network functions which are used by multiple network slice instances, only the network slice specific network functions may be terminated.  

5.5.3
Post-conditions
A network slice instance is terminated by the operator.  

6
Potential Requirements

TBD

7
Potential Solutions

TBD

8
Conclusions

TBD
9
Recommendations

TBD
Annex A (informative):
Analysis of potential management related aspects for network slice based on the related content in other 3GPP WGs and SDOs

A.1 Introduction
This section summarizes the potential management related aspects based on the related content discussed in other 3GPP WGs and SDOs.
A.1
Analysis of potential management related aspects based on the requirements in SA1
The following table describes the potential management related aspects based on the requirements in SA1 TR 22.864 v14.0.0[3].
Table 1 Analysis the potential management related aspects based on the related requirements in SA1 TR 22.864

	Related Requirements in TR 22.864 Section 5.1.2.1
	Potential management related aspect 

	[PR 5.1.2.1-001]
	The 3GPP system shall allow the operator to compose and manage network slices. A network slice consists of a set of network functions (e.g., potentially from different vendors), the resources to run these network functions as well as policies and configurations.
	SA5 management related.



	[PR 5.1.2.1-002]
	The 3GPP system shall allow the operator to dynamically create a network slice to form a complete, autonomous and fully operational network customised for different market scenario.
	SA5 management related.



	[PR 5.1.2.1-003]
	The 3GPP system shall be able to associate specific services, devices, UEs, and subscribers with a particular network slice.
	FFS

	[PR 5.1.2.1-004]
	The 3GPP system shall enable a UE to simultaneously access services from one or more network slices of one operator e.g., based on subscription or terminal type. 
	FFS

	[PR 5.1.2.1-005]
	The 3GPP system shall support mechanisms to enable the operator to operate and manage network slices that fulfil required criteria for different market scenarios. 
	SA5 management related.



	[PR 5.1.2.1-006]
	The 3GPP system shall allow the operator to simultaneously operate network slices in a manner that prevents a service in one slice from negatively impacting services offered by other slices. 
	SA5 management related.



	[PR 5.1.2.1-007]
	The 3GPP system shall have the capability to conform to service-specific security assurance requirements in a single network slice, rather than the whole network.
	Out of SA5 management scope.

	[PR 5.1.2.1-008]
	The 3GPP system shall have the capability to provide a level of isolation between network slices which confines a potential cyber-attack to a single network slice.
	Out of SA5 management scope.

	[PR 5.1.2.1-009]
	The 3GPP system shall allow the operator to authorize 3rd parties to create and manage a network slice via suitable APIs, within the limits set by the network operator.
	SA5 management related.



	[PR 5.1.2.1-010]
	The 3GPP system shall support the elasticity of a network slice in terms of capacity with minimal impact on the services of this slice or other slices.
	SA5 management related.



	[PR 5.1.2.1-011]
	The 3GPP system shall be able to support modifications to network slices (e.g., adding, deleting, modifying network slices) with minimal impact to active subscriber services.
	SA5 management related.



	[PR 5.1.2.1-012]
	The 3GPP system shall be able to support E2E (e.g., RAN, CN) resource management in a network slice.
	SA5 management related.



	[PR 5.1.2.1-013]
	The 3GPP system shall enable operators to use the network slicing concept to efficiently support multiple 3rd parties (e.g., enterprises) that require similar network characteristics.
	 SA5 management related.

	[PR 5.1.2.1-014]
	The 3GPP system shall enable operators to define and identify network slices with common functionality to be available for home and roaming users. 
	 SA5 management related.

	[PR 5.1.2.1-015]
	The 3GPP system shall enable operators to specify the network functionalities that a network slice is required to provide.
	FFS.


	[PR 5.1.2.1-016]
	The 3GPP system shall support the inclusion of 3GPP defined functions as well as proprietary 3rd party or operator provided functions in a network slice, including
· Hosting multiple 3rd parties (e.g., enterprises) or MVNOs.

· Serving home and roaming user

· Supporting diverse market scenarios.
NOTE:
The specific functional areas for which the system should support proprietary or operator provided functions should be identified.
	SA5 management related.



	[PR 5.1.2.1-017]
	The 3GPP system shall support a mechanism for the VPLMN to assign a UE to a network slice with the required functionality or to a default network slice.
	FFS.



	[PR 5.1.2.1-018]
	The 3GPP system shall be able to change the network slices to which UEs are connected.
	FFS.

	[PR 5.1.2.1-019]
	A network slice shall support a set of end-user services as defined by the network operator.
	SA5 management related.



	[PR 5.1.2.1-020]
	The 3GPP system shall enable the operator to assign a UE to a network slice based on services provided by the network slice.


	FFS.



	[PR 5.1.2.1-021]
	The 3GPP system shall support a mechanism for an operator to authorize a UE to receive service on a specific slice in response to a request from a 3rd party.

	FFS.


A.2
Analysis of potential management related aspects based on the related content in SA2
The following table describes the potential management related aspects based on the related content in SA2 TR 23.799 v0.7.0[2].
Table 2 Analysis of potential management related aspects based on the related content in SA2 TR 23.799
	Related content in TR 23.799 Section 5.1
	Potential management related aspect

	Study Solution.1
	How to achieve isolation/separation between network slice instances and which levels and types of isolation/separation will be required;
	SA5 management related.



	Study Solution.2
	How and what type of resource and network function sharing can be used between network slice instances;
	SA5 management related.



	Study Solution.3
	How to enable a UE to simultaneously obtain services from one or more specific network slice instances of one operator;
	FFS.


	Study Solution.4
	What is within 3GPP scope with regards to Network Slicing (e.g. network slice creation/composition, modification, deletion);
	SA5 management related.


	Study Solution.5
	Which network functions may be included in a specific network slice instance, and which network functions are independent of network slices;
	SA5 management related.



	Study Solution.6
	The procedure(s) for selection of a particular Network Slice for a UE;
	Out of SA5 management scope.

	Study Solution.7
	How to support Network Slicing Roaming scenarios; 
	FFS. 


	Study Solution.8
	How to enable operators to use the network slicing concept to efficiently support multiple 3rd parties (e.g. enterprises, service providers, content providers, etc.) that require similar network characteristics.
	FFS.


	NS_WT_#1
	Network Slice Instance Selection and Association

1)
Initial network slice instance selection to support UE's service establishment and re-selection to support UE mobility and other scenarios that are TBD,

Note:
More scenarios beyond the mobility need to be identified that may trigger network slice instance re-selection.

2)
Network slice instance identification,

3)
Authorization for UE association with network slice instance
Network provided and UE provided assistance information support for network slice instance selection.
	FFS.
 

	NS_WT_#2
	Network Slicing Isolation

1)
Security isolation.

2)
Resource isolation

3)
OAM support isolation (e.g. Usage and Fault isolation etc.)

Note:
Whether all items listed here are within the scope of SA2 is FFS.
	SA5 management related.



	NS_WT_#3
	Network  Slicing  Architecture

1)
Identifying impacted network functions and interfaces to support one or more network slice instances on top of a shared RAN and a shared infrastructure.

2)
Identifying the common functions (if any) that need to be available in the core network and/or RAN to enable network slicing
Identifying the approach to enable UE to associate with multiple slices simultaneously.

	SA5 management related.



	NS_WT_#4
	Network Slicing Roaming support

1)
Determination what visiting and home Network Function(s) are required to support roaming.
	FFS.



	NS_WT_#5
	Network Slicing terminology & definitions

1)
If Network Slice Instance is agreed to apply E2E system, then, we should consider new terminology for Access slice instance and Core slice instances.
	SA5 management related.




A.3
Analysis of potential management related aspects based on the related content in NGMN
The following tables describes the potential management related aspects based on the related content in NGMN NWMO [4] and NGMN "Description of Network Slicing Concept" [5].
Table 3 Analysis the potential management related aspects based on the related content in NGMN NWMO v2.6.0

	Related content in NGMN NWMO in Section 9.1.1
	Potential management related aspect

	9.1.1
Slice Creation User Story

9.1.1.1
As a 5G Operator, I want to

To design a 5G Management & Orchestration Architecture to be able to manage and control my multi-domain network infrastructure, which can be, for example, 5G vs Non-5G, NFV vs Non-NFV composed of  5G RATs, 4G RAT, maybe 2G / 3G RAT, Fixed  Access, Non-3GPP RATs, Backhaul, EPC Core, 5G Core

9.1.1.2
So that I can

Create, deliver, manage & orchestrate Slices to fulfil various kinds of customers’ needs (end users and Enterprises e.g. MVNO) and guarantee Autonomic service assurance, Autonomic dynamic service delivery and provide Proactive CEM dashboard

9.1.1.3
To do this I need

1.
Pre-conditions

•
Deploy a multi-domain network infrastructure, 

•
Expose via Network APIs the capabilities of this multi-domain network infrastructure

•
Deploy management and orchestration system which includes:

-
Editors for various items and definitions, including High-Level Network Objectives/Goals, Policy Generators that generate Policies from High-Level Network Objectives/Goals and Policy Validators against conflicts (Goals conflict resolution, Policy conflict resolution, Resolution),

-
ETSI MANO components (NFVO, VNF Manager, VIM), 

-
SDN Controllers, 

-
Legacy OSS (NMS / EMS),

-
E2E Service orchestration

2.
To create slice

E2E Service orchestration interprets and translates service definition / Service Design into configuration of resources (physical and virtualized) needed for service establishment. The configuration of resources may be for actual amount of resources or the policy of their allocation at later time, when the service is activated.

The E2E Service orchestration further triggers the components of the management and orchestration system (ETSI NFVO, VNF Manager, VIM, SDN Controller, legacy OSS to apply the configuration of the required resources which for some resources may result in their actual allocation.

Note. In case when the needed resources were not allocated at the previous step, they will be actually allocated at the time of service activation, according to the configuration / policies. 

-
Make available a Self-Service Portal and Self-Ordering APIs to my customers (Residential and Enterprises) to allow them for self-ordering their slices with SLAs and update them dynamically when needed.
	SA5 management related.




Table 4 Analysis of potential management related aspects based on the related content in NGMN "Description of Network Slicing Concept" v1.0 Date:13th January 2016
	Related content in NGMN "Description of Network Slicing Concept"
	Potential management related aspect

	As depicted in Figure B.1-1, the network slicing concept consists of 3 layers: 1) Service Instance Layer, 2) Network Slice Instance Layer, and 3) Resource layer.

The Service Instance Layer represents the services (end-user service or business services) which are to be supported. Each service is represented by a Service Instance. Typically services can be provided by the network operator or by 3rd parties. In line with this, a Service Instance can either represent an operator service or a 3rd party provided service.

A network operator uses a Network Slice Blueprint to create a Network Slice Instance. A Network Slice Instance provides the network characteristics which are required by a Service Instance. A Network Slice Instance may also be shared across multiple Service Instances provided by the network operator.

NOTE:
Whether there is a need to support sharing of Network Slice Instances across Service Instances provided by different 3rd parties is up for discussion in SDOs.

The Network Slice Instance may be composed by none, one or more Sub-network Instances, which may be shared by another Network Slice Instance. Similarly, the Sub-network Blueprint is used to create a Sub-network Instance to form a set of Network Functions, which run on the physical/logical resources.


[image: image4.emf] 


Figure B.1-1: Network slicing conceptual outline

Service Instance: An instance of an end-user service or a business service that is realized within or by a Network Slice.

Network Slice Instance: a set of network functions, and resources to run these network functions, forming a complete instantiated logical network to meet certain network characteristics required by the Service Instance(s):

-
A network slice instance may be fully or partly, logically and/or physically, isolated from another network slice instance.

-
The resources comprises of physical and logical resources.

-
A Network Slice Instance may be composed of Sub-network Instances, which as a special case may be shared by multiple network slice instances. The Network Slice Instance is defined by a Network Slice Blueprint.

-
Instance-specific policies and configurations are required when creating a Network Slice Instance.

-
Network characteristics examples are ultra-low-latency, ultra-reliability etc.

Network Slice Blueprint: A complete description of the structure, configuration and the plans/work flows for how to instantiate and control the Network Slice Instance during its life cycle. A Network Slice Blueprint enables the instantiation of a Network Slice, which provides certain network characteristics (e.g. ultra-low latency, ultra-reliability, value-added services for enterprises, etc.). A Network Slice Blueprint refers to required physical and logical resources and/or to Sub-network Blueprint(s).

Sub-network Instance: A Sub-network Instance comprises of a set of Network Functions and the resources for these Network Functions:

-
The Sub-network Instance is defined by a Sub-network Blueprint.

-
A Sub-network Instance is not required to form a complete logical network.

-
A Sub-network Instance may be shared by two or more Network Slices.

-
The resources comprises of physical and logical resources.

Sub-network Blueprint: A description of the structure (and contained components) and configuration of the Sub-network Instances and the plans/work flows for how to instantiate it. A Sub-network Blueprint refers to Physical and logical resources and may refer to other Sub-network Blueprints.

Physical resource: A physical asset for computation, storage or transport including radio access:

-
Network Functions are not regarded as Resources.

Logical Resource: Partition of a physical resource, or grouping of multiple physical resources dedicated to a Network Function or shared between a set of Network Functions.

Network Function (NF): Network Function refers to processing functions in a network:

-
This includes but is not limited to telecom nodes functionality, as well as switching functions e.g. Ethernet switching function, IP routing functions.

-
VNF is a virtualized version of a NF (refer to ETSI NFV for further details on VNF).
	SA5 management related
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