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Decision/action requested

Discuss and approve the text proposal.
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3
Rationale
According to the NFV framework, there are several potential ways to collect the VNF PM data related to virtualized resource. 
Hence, there are some questions on VNF PM data related to virtualized resource:
1) What kind of PM data is VNF PM data related to virtualized resource?
2) How to collect this kind of VNF PM data? Whether this kind of PM data can be collected from different paths? Are the values of these datas from different paths same or not?
3) If the values are not the same, which PM data from one of the paths is better for VNF performance management?
1) What kind of PM data is VNF PM data related to virtualized resource?

The virtualized resources, which the VNF relies on, should contain the vCPU, vMemory, vStorage (Disk), vNIC at least. So the PM data related to virtualized resource should contain the needed KPIs of all the resources above. And one entity (VNFM, EM or VNF) should calculate and generate the final weighted KPI value after considering all the values of VMs which are composed of the VNF. 
2) How to collect this kind of VNF PM data? Whether this kind of PM data can be collected from different paths? Are the values of these datas from different paths same or not?

There are three possible ways drawn in following diagram: 
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Path1: VNF collects all the PM data of VMs from guest OS(s) by itself. And VNF sends the PM data related to VR to EM directly.
Path2: VNFM collects all the PM data of VMs from guest OS(s) of VNF. And VNFM generates the VNF PM data related to VR and sends it to NFVO or EM.
Path3: VIM collects all the PM data of VMs from Hypervisor and forwards them to VNFM. VNFM generates VNF PM data related to VR and sends it to EM. 
Analysis: 

The PM data from path1 (red line) or path2 (green line) contains all the virtualized resource used for all VNFCs/VNF (e.g., resource for VNFCs ).
The PM data from path3 (bule line) contains all the virtulized resource supporting the VNF running (e.g., resource for VNF + Guest OS(s) + other necessary resources (e.g., Qemu)).
In the scenarios of path1 and path2, the original PM data is both generated by Guest OS(s) of the VNFCs. And in the scenario of path3, the original PM data is generated by Hypervisor. The two types of original PM data may not always be the same. 

In the scenarios of path1 and path2, the weighted value of PM data for the VNF related to VR may not be quite different, it depends on the the algorithms within VNFM or EM /VNF. In the scenarios of path3, the weighted value is determined by the algorithms with VNFM. The three types of VNF PM data related to VR may not be the same because of the different original data and the different algorithms. 
4) If the values are not the same, which PM data from one of the paths is better for VNF performance management?

The answer of the questions depends on the different VNF management requirements. According to the analysis, we found the values from path1 or path2 are close to the pure resource usage of the VNF/VNFC, the value from path3 is close to the whole resource occupation for the VNF/VNFC. 
Path3 scenario has been specifying in our exsiting PM specifications. From 3GPP management perspective, we propose the scenario of path1 or path2 should also be considered. And we need to specify path1 solution at least to figure out whether the exsiting 3GPP management specification is applicable to path1 scenario. 
4
Detailed proposal
This discussion is proposed to pay attention to the definition of VNF PM data related to VR. From 3GPP management perspective, we propose the scenario of path1 should also be specified and figure out whether the exsiting 3GPP management specification is applicable to path1 scenario. 
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