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1	Decision/action requested
It’s asked for the group to discuss the management for supporting RAN virtualization.
2	References
[1]	S5-164225, “NEW SID Study on management aspects of the RAN virtualization”, Intel
[2]	S5-164305, “LS on the study of the management of RAN virtualized network functions”, Intel
[3]	TR 38.801, “Technical Specification Group Radio Access Network; Study on New Radio Access Technology; Radio Access Architecture and Interfaces”


3	Rationale
In the SA5 #108 Harbin meting, a new SID S5-164225 [1] proposing to study on management aspects of the RAN virtualization was discussed, but its approval was deferred to the next meeting, due to concerns about the maturity of RAN3’s study on the New Radio Access Technology TR 38.801 [3]. Therefore, the group decided to send a liaison S5-164305 [2] to seek inputs from RAN3 on information needed for the study.
This discussion paper looks into TR 38.801, and discovers that it contains information, which are relevant to SA5’s study.
Figure 1 shows the centralized deployment scenario (see clause 5.4 in TR 38.801 [3]) that includes the next generation radio access networks and next generation core networks. The next generation radio access networks consists of upper layer of NR (New Radio) BS (ULNRBS) and lower layer of NR BS (LLNRBS). One or more LLNRBS can be connected to an ULNRBS.
   


Figure 1: Centralized deployment
The functional split (see clause 6.1.2 in TR 38.801 [3]) divides a based station into 9 functional blocks – RRC, PDCP, low RLC, high RLC, low MAC, high MAC, low PHY, high PHY, and RF. It then create 8 options to assign the 9 functional blocks into central unit - ULNRBS, and distributed unit – LLNRBS, as seen in the table below:
	Options
	Central unit (ULNRBS)
	Distributed unit (LLNRBS)

	1
	RRC
	PDCP, low RLC, high RLC, low MAC, high MAC, low PHY, high PHY, and RF

	2
	RRC, PDCP
	high RLC, low RLC, high MAC, low MAC, high PHY, low PHY, and RF

	3
	RRC, PDCP, high RLC,
	low RLC, high MAC, low MAC, high PHY, low PHY, and RF

	4
	RRC, PDCP, high RLC, low RLC
	high MAC, low MAC, high PHY, low PHY, and RF

	5
	RRC, PDCP, high RLC, low RLC, high MAC
	low MAC, high PHY, low PHY, and RF

	6
	RRC, PDCP, high RLC, low RLC, high MAC, low MAC
	high PHY, low PHY, and RF

	7
	RRC, PDCP, high RLC, low RLC, high MAC, low MAC, high PHY
	low PHY, and RF

	8
	RRC, PDCP, high RLC, low RLC, high MAC, low MAC, high PHY, low PHY
	RF


   
The above table shows that the RF functional block always stays in the distributed unit in all 8 options. Therefore, it can be concluded that:
· The distributed unit is not targeting for virtualization, since the RF functional block cannot be virtualized.
· The central unit is the candidate for virtualization.   
It may also be possible to support dynamic splits, in which certain RAN functional blocks (e.g. PDCP and RLC) can be moved between the ULNRBS and LLNRBS (see clause 6.1.2.1 in TR 38.801 [3]). 
Flexible functional split
Some of the benefits of a NR architecture with the flexibility to split and move functions between central and distributed units are below:
-	Flexible HW implementations allows scalable cost effective solutions
-	A split architecture (between central and distributed units) allows for coordination for performance features, load management, real-time performance optimization, and enables NFV/SDN
-	Configurable functional splits enables adaptation to various use cases, such as variable latency on transport
Figure 2 shows the centralized deployment scenario supporting flexible functional split. It enables a LLNRBS to be connected to multiple ULNRBS that are designed to support various use cases (see clause 6.1.2.1 in TR 38.801 [3]). In one scenario, the LLNRBS can support functions (e.g. PHY, RF) that are shared by multiple ULNRBS. This scenario is essential for network slicing, as it allows a network slice to implement a subset of upper layer functions for an ULNRBS, while another network slice may implement other upper layer functions or even additional new functions specific to such network slice. Therefore, it enables the creation of ULNRBS specifically tailored for a given service.


Figure 2: Centralized deployment with flexible functional split
In summary, it can be concluded that:
1. Centralized deployment scenario paves the way for RAN virtualization. 
2. ULNRBS is the target for virtualization, and LLNRBS cannot be virtualized.
3. Flexible function split enables a LLNRBS to be shared by multiple ULNPBS that can support network slicing when ULNRBS are implemented as VNF.   
Therefore, TR 38.801 [3] contains relevant information to the study for the management aspects of RAN virtualization. Figure 3 shows an example of 3GPP and NFV-MANO architecture framework that can implement the LLNRBS as the NR PNF, and the ULNRBS as the NR VNF.


Figure 3: 3GPP and NFV-MANO architectural framework
 supporting RAN virtualization

[bookmark: _GoBack]4	Detailed proposal
The group is asked to discuss and agree the new SID Study on management aspects of the RAN virtualization.
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