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8.5.2 - Study on Overload Control for Diameter Charging Applications
1
Decision/action requested

Agreement of changes in Introduction Chapter
2
References

3
Rationale

Changes in Introduction chapters for TR 328xx.
4
Detailed proposal

It is proposed that TR 32.8xx be updated with the following changes.
First change
4
Overview

4.1
Introduction
TR 29.809 [212] has investigated the possible Diameter-based mechanisms to support overload control mechanisms in 3GPP core networks. 

Two main activities have been addressed:

· Identification of requirements for an improved overload control mechanism over Diameter based signaling interfaces used in 3GPP core networks;

· Evaluations of the proposed IETF solutions to cover the requirements of Diameter overload control.

The  TR 29.809 [212] concludes that the generic solution as currently defined in the draft-ietf-dime-ovli-02 [403] is recommended as the basis to perform overload control over 3GPP Diameter applications (see sub clause 8.3.2 in  TR 29.809 [212]). This solution provides a set of generic Diameter AVPs that can be re-used over any Diameter application to transport overload indication between Diameter endpoints.
This conclusion has also an impact on Diameter Charging applications. Currently "DIAMETER_TOO_BUSY" error is used to solve overload issue in Diameter charging applications. For example, in offline charging, NEs will keep on retransmitting buffered ACRs every specific period to CDF after receiving "DIAMETER_TOO_BUSY" error or NEs will transfer these buffered ACRs to another CDF when they know there exists another CDF. "However, the Protocol Error "DIAMETER_TOO_BUSY does not provide detailed information of the severity of the overload state of the server. Furthermore, it can be imagined that in the case the server is already overloaded, it has to respond to each request with this error code, which may make things even worse. Although the recipient of the Protocol Error "DIAMETER_TOO_BUSY" could send further requests to alternate peers (if applicable) to offload the overloaded node, there is no existing explicit indication of when the overloaded node is not overloaded anymore. This results in implementation specific handling that is not deterministic or optimal."
End of changes
