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Document Summary:
The rationale behind this contribution was discussed and agreed during SA5 meeting #8. The concept is that “State Management” must be separated by Fault Management and must be defined within Configuration Management. Only some FM specific aspects must be defined in TS 32.111.

This contribution provides a description of the State Management requirements specific for FM, to be introduced as clause 4.1 of TS 32.111.  This contribution covers also the clause 4.1.4 of the current TS 32.111 WD, therefore in case this is accepted, clause 4.1.4 must be removed.

To have a global view of the State Management service, please see also the contribution proposed for CM. 






Specification(s) involved:
TS 32.111 3G Fault Management  




4.1 State management

The State Management is a common service defined within Configuration Management (TS 32.106) and used by several management areas, including Fault Management. In this clause, some detailed requirements on State Management as they apply to the Fault Management are defined. 
From the point of view of Fault Management, only two of the three state attributes are really important:
· Administrative state: used by the Operator to make a managed object available for service, or to remove a managed object from service (e.g. used in case of fault correction or to run an intrusive test). 
· Operational state: gives the information about the real capability of a managed object to provide or not provide service. A managed object can lose the capability to provide service because of a fault occurring on the object itself, or because another object on which it depends is out of service.
In addition to the above primary ‘state’ attributes, the managed objects may have also some secondary ‘status’ attributes which give  further detailed information about the reason of the primary state.
The changes of the state and status attributes of a managed object must be notified to the relative manager(s) as specified in TS 32.106.
Within a managed element, when for any reason a managed object changes its state, the change must be propagated, in a consistent way, to all the other objects that are functionally dependent on the first one.  Therefore:

· In case of a fault occurring on a resource modelled as a managed object, if the current operational state is “enabled”, it shall be changed to “disabled” and a state change notification shall be generated. Then, all the dependant managed objects (following the fault dependency tree) must be checked and, in case they are “enabled” they shall be changed to “disabled” and a state change notification shall be generated. In this process, also the secondary status must be changed consistently, in a way that it shall be easy to recognise whether an object is disabled in consequence of a fault or because of its dependency on another object which is disabled.
· In case a faulty resource is repaired, the Operational state of the managed object representing the resource is changed from “disabled” to “enabled” and a state change notification is originated. Then all the dependent objects are turned back to “enabled” and for each of them a state change notification must be generated (this is the simple case). In more complex cases, some of the objects may be disabled for different causes (different faults or faults plus locks on different superior objects), in this cases the object can be turned “enabled” only when all the causes are cleared (i.e. faults are repaired and superior objects are unlocked). Also in this process the secondary status must be changed consistently.
· In case a managed object is locked, the process of the state change propagation is similar to the first case (resource failure) except for the first object (the locked one) which does not change its operational state but only the administrative state from “unlocked” to “locked”. The dependent objects are processed as in the first case.

·  In case a managed object is unlocked, the process of the state change propagation is similar to the second case (fault reparation) except for the first object (the unlocked one) which does not change its operational state but only the administrative state from “locked” to “unlocked”. The dependent objects are processed as in the first case.
4.2
Faults and alarms 
Faults that may occur in the network can be grouped into one of the four following categories:

-
hardware failures, i.e. the malfunction of some physical resource within a NE;

-
software problems, e.g. software bugs, database inconsistencies;

· -
functional faults, i.e. a failure of some functional resource in a NE and no hardware component can be found responsible for the problem; or,

-
loss of some or all of the NE's specified capability due to overload situations.

Each occurrence of a fault shall be detected by the affected NE(s) using autonomous self-check procedures or by the observation of .  In any case, as a consequence of the fault, appropriate alarms and, possibly, associated state changes, related to the physical or logical resource affected by the fault, shall be generated by the NE.

The following subsections focus on the aspects of fault detection, alarm and state change generation and storage, fault recovery and retrieval of stored alarm information.
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