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4.1.6
Fault Recovery




· 





After a fault has been detected and the replaceable faulty units have been identified, some management functions are necessary in order to perform system recovery and/or restoration, either automatically by the NE and/or the OS, or manually by the operator. 

The fault recovery functions are used in various phases of the fault management:

1)
After a fault detection, the NE shall be able to evaluate the effect of the fault on the telecommunication services and autonomously take recovery actions in order to minimise service degradation.

2)
Once the faulty unit(s) has been replaced or repaired, it shall be possible from the OS to put the previously faulty unit(s) back in to service so that it is restored to its normal operation. This transition should be done in such a way that the currently provided telecommunication services are not, or minimally, disturbed.

3)
At any time the NE shall be able to perform recovery actions if requested by the operator. The operator may have several reasons to require such actions; e.g. he has deduced a faulty condition by analysing and correlating alarm reports, or he wants to verify that the NE is capable of performing the recovery actions (proactive maintenance).

The recovery actions that the NE performs (autonomously or on demand) in case of fault depend on the nature and severity of the faults, on the hardware and software capabilities of the NE and on the current configuration of the NE.

The faults are distinguished in two categories: software faults and hardware faults.

In the case of software faults, depending on the severity of the fault, the recovery actions may be: System initialisations (at different levels), activation of a backup software load, activation of a fallback software load, download of a software unit etc.

In the case of hardware faults, the recovery actions depend on the existence and type of redundant (back-up) resources.

If the faulty resource has no redundancy, the recovery actions shall be:

a)
Isolate and remove from service the faulty resource so that it cannot disturb other working resources.

b)
Remove from service the physical and functional resources (if any) which are dependent on the faulty one. This prevents the propagation of the fault effects to other fault-free resources.

c)
Adjust the Operational State and Status attributes of the faulty managed object and the affected managed objects, in a consistent way, reflecting the new situation.

d)
Generate and forward (if possible) the reports to inform the OS about all the changes performed.

If the faulty resource has redundancy, the NE shall perform actions a), c) and d) above and, in addition, the recovery sequence which is specific to that type of redundancy.

In the NE, the redundancy of some resources may be provided to achieve fault tolerance and to improve the system availability. There exist several types of redundancy (e.g. hot standby, cold standby, duplex, symmetric/asymmetric, N plus one or N plus K redundancy, etc.) and for each one, in case of failure, there is a specific sequence of actions to be performed. This EN specifies the management (the monitoring and control) of the redundancies, but does not define the specific recovery sequences of the redundancy types.

The management of the redundancies is strictly related to the way they are modelled in the MIM of the NE. For the modelling of the redundancies, the relationships shall be defined among the objects which participate in each redundancy, according to ITU‑T X.732 [13]. This will identify the objects and the roles that they have in the redundancy. By defining the relationships, also the role of the objects participating in the relationships are implicitly defined by the relationships' attribute values.

The NE shall provide the OS with the capability to monitor and control any redundancy of the NE. The control of a redundancy (which means the capability to trigger a change-over or a change-back) from the OS can be performed by means of the state management services or by means of specific actions.

When the state management services are used, the transitions are triggered by locking/unlocking one of the objects participating in the redundancy. In this case, for the management of the redundancy, the locking and the unlocking should be processed by the NE, with the same logic of disabling/enabling, triggered by the fault detection/fault correction.

In the case of a failure of a resource represented by a managed object providing service, the recovery sequence shall start immediately. Before or during the change-over, a temporary and limited loss of service shall be acceptable. In the case of a management command, the NE should perform the change-over without degradation of the telecommunication services.

�PAGE \# "'Page: '#'�'"  �Page: 8���


All these concepts are right, however I think that the same concepts (and more) are described better within the GSM 12.11, therefore I propose to adopt clause 5.3 of GSM 12.11 (Fault correction) to describe the fault recovery as follows 





