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1 Introduction

1.1 Background

The need to support and automate end-to-end processes clearly requires telecom management applications and systems to be interoperable. The technical enablers for achieving this interoperability are here referred to as Integration Reference Points (IRPs), reflecting their use for a Communications Provider in the following fields:

1. Accessing the network infrastructure 

2. Achieving interoperability between internal management applications and systems (within and between application areas)

3. Achieving interoperability with external management systems, corresponding to business relations with other Communications Providers

4. Providing access to customers (end-users)

The IRPs are introduced to ensure interoperability between product specific and generic applications. These IRPs are considered to cover the most basic needs of task automation.

Relating to the OSI functional areas “FCAPS”, IRPs are here introduced addressing parts of “FCPS” – Fault, Configuration, Performance, and Security management. Comparing with TMF TOM (Telecom Operations Map), the introduced IRPs address process interfaces at the EML-NML (Element Management Layer – Network Management Layer) boundary. In 3GPP/SA5 context, this can also be applied to the “N-interface” between EM-NM and NE-NM.

The IRP concept is well aligned with TMF’s positioning statement regarding Modelling, Protocol, and Systems Architecture, see [11]. The three cornerstones of the IRP concept, introduced in [12], are:

1. Top-down, process-driven modelling approach 
The purpose of each IRP is automation of one specific task, related to TMF TOM. This allows taking a "one step at a time" approach with a focus on the most important tasks. 

2. Protocol-independent modelling
Each IRP consists of a protocol-independent model (the IRP information model) and several protocol-dependent models (IRP solution sets). 

3. Standard-based, protocol-dependent models
Models in different IRP solution sets (CMIP, SNMP, WBEM, ...) will be different as existing standard models of the corresponding protocol environment need to be considered. The means that solution sets largely need to be "hand crafted". 

1.2 Scope

This document defines the IRP Information Model for the Performance Data  IRP.

The purpose of the Performance Data IRP is to define an interface through which a 'system' (typically a network element manager or a network element) can communicate Performance Management information for its managed objects to one or several 'actors' (typically network management systems).
The Performance Data IRP document defines the semantics for performance measurements and the interactions visible across the reference point. It is called the Information Model. The Information model is protocol neutral and defines the semantics of the operations and notifications visible in the IRP.  It does not define the syntax or encoding of the operations, notifications and their parameters.

The purpose of the Performance Data IRP is to define an interface though which one or several 'actors' (typically network management systems) can receive performance data from and optionally control performance monitorings in a 'System' (typically a network element manager or a network element).
1.3 Key Terms

This section lists key terms used in this document.

Actor: It models all kinds of objects outside the domain of the System and it interacts directly with the System using this IRP.  Since Actors represent System users, they help delimit the System and give a clearer picture of what System is supposed to do.

Counter: A value that is always incremented.

Distinguished Name: A Distinguished Name (DN) is used to uniquely identify a managed object within a namespace.  A DN is built from a series of "name components", referred to as Relative Distinguished Names (RDNs).
Event: It is an occurrence that is of significance to network operators, the network elements under surveillance and network management applications.  Events do not have state.

Gauge: A value that may both increase and decrease and which has a maximum value. A gauge may also be used to represent the relative increase of a counter during a time interval.

MIM (Resource model): A protocol independent model describing the application dependent information model for the managed resources 

Notification: It refers to the transport of events from event producer to consumer. System, acting as event producer, uses notification to carry (a) performance data, (b) names of files that have captured performance data (c) System status and (d) alarms such as performance threshold crossing alarms.  Producer sends events to consumers as soon as there are new events to be sent.

Performance Monitoring: It refers to System’s capability that read measurement data off observed managed object(s) of the network and produces scan reports.  The reading frequency, and therefore, the production of scan reports, is determined by schedule and scan granularity related to this capability.  Actor may set schedule and scan granularity.

Performance Data Reporting: It refers to System’s capability that compiles and distributes collection of scan reports.  The collection is called Performance Data Report (PDR).  

There are two methods of distribution.  One is for System to invoke notification that carries the PDR.  The frequency of this notification is determined by report period.  Actor may set report period.  The other method is for System to capture PDR into a file and then invoke notification to Actor about the availability of the file. 

After notification, Actor can retrieve the file, via FTP or other protocol agreed between Actor and System.  The agreement is outside the scope of this IRP.  System may compress the file for transmission efficiency. This agreement is also outside the scope of this IRP.

Scanner: The scanner is according to the ITU-T TMN recommendations the object that executes the performance monitoring, i.e. at the end of each granularity period scans the included observed object(s) and produce the scan reports. Scan and performance monitoring are used interchangeable in this document.

Scan report: A scan report is the output from the scanner. The encoding and output mechanism is protocol specific and is specified in the solution sets. 

Performance data record: A performance data record contains one or several scan reports.

Measurement file: A performance data record that is encoded and written to a file is called measurement file.

System: It models the object that interacts with Actor using this IRP.  For this document, System encapsulates network element functions regarding performance data management.  From Actor’s perspective, System behavior is only visible via the subject IRP.

1.4 Glossary

Glossary of terms and acronyms 

CORBA 
Common Object Request Broker Architecture 

CMIP 
Common Management Information Protocol

EM 
Network Element Manager

IDL 
Interface Definition Language

IRP
Integration Reference Point

MIM
Management Information Model

NE 
Network Element

NM
Network Manager

ITU-T 
International Telecommunication Union, Telecommunication Sector 

OMG 
Object Management Group 

SNMP 
Simple Network Management Protocol

System Overview

1.5 System context

The following figures identify system contexts of this IRP in terms of implementations called System and Actor.  

“Actor” depicts a process that interacts with System for the purpose of controlling and transferring performance data via this IRP.  Examples of Actors can be network management systems, simple counter browsers or less sophisticated presentation systems. System implements and supports the Performance Data IRP.  System can be one Network Element (NE) (see Figure 1) or it can be one Network Element Manager (EM) with one or more NEs.  (See Figure 2).  In the latter case, the interfaces (represented by a thick dotted line) between the EM and the NEs are not subject of this IRP.  Whether EM and NE share the same hardware system is not relevant to this IRP either.  By observing the interaction across the Performance Data IRP, one cannot deduce if EM and NE are integrated in a single system or if they run in separate systems.

For the case when Actor only interacts with the EM and not the NE, the PM-IRP includes a second interface (See Figure 3). In this interface the Actor interacts only with an EM. This can be used when the Actor not is allowed to interact with the NE, but only is allowed to transfer measurement information from the NE. Actor could typically be an NMS. 

As indicated in the figures, the subject IRP need to be complemented with the Notification IRP (to allow Actor to subscribe to notifications issued by System) and (optionally) product-specific MIMs (resource models) describing the MOs maintained by System.
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Figure 1: System Context A
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Figure 2: System Context B
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Figure 3: System Context C

[image: image6.emf][image: image7.emf]
[image: image8.emf]
2 Modelling Approach

Section 4.1 Interface Model defines this IRP in a protocol neutral way.

The scan report defined in this IRP draws its properties from a number of different sources. Due to the limited success of the TMN recommendation in this area, it has been important to find a more simple approach to the performance management area.

The operations in this IRP are also based on TMN recommendations. However similar operations exist in most standards for performance management.

Finally the terminology is also taken from the TMN recommendations.

Information Model

This section defines the Performance Data IRP Information Model in the form of an Interface Model and a Dynamic Model.

The Interface Model identifies and describes objects implementing this IRP.  This model specification includes operations, notifications and their parameters.  

The Dynamic Model describes interactions (i.e., operation and notification sequences) between System and Actor.  

2.1  Interface Model

This section defines the interface model supporting the Performance Data IRP.  This interface model is protocol environment neutral.  

Operations, notifications, parameters (of operation and notification) and attributes (of scan report) defined in this section are qualified by mandatory (M) and optional (O).  

The meaning of mandatory in Information Model is that the subject shall be present in all Solution Sets as mandatory.   The meaning of optional in Information Model is that the subject shall be present in all Solution Sets if it is technically possible.  When it is present, it must be optional.

The following defines the meaning of mandatory and optional operations in Solution Sets.

· System must implement all mandatory operations.  System may implement optional operation.  Actor may use any operation.

· Actor must implement all mandatory and optional notifications.  System must use all mandatory notifications.  System may use any optional notification.

The following defines the meaning of mandatory and optional parameters of operation and notification in Solution Sets.

· Method (operation and notification) implementation must support all mandatory parameters.  They may support optional parameters.  Method caller must use mandatory parameters in calls.  Method caller may use optional parameters in calls.

The following defines the meaning of mandatory and optional attributes in the scan report in Solution Sets.

· Actor must support all mandatory and optional attributes.  System must support all mandatory attributes.  It may support optional attribute.

The Solution Set may specify capability via which Actor can discover if System has implemented an optional operation or parameter.

This interface model does not specify if an operation or notification is asynchronous or synchronous, blocked or unblocked, direct call or store-and-forward call-type.  This type (and other types) of call semantics shall be defined in each Solution Set.

In a Solution Set, multiple notifications specified here may be combined.
2.1.1 Interface Class Diagram

The following figure illustrates the operations and notifications defined as interfaces
 realized and used by System and Actor. Parameters and return status are not indicated.

Five interfaces are defined.  PerformanceDataIRPOperations, ScannerOperations and ThresholdOperations, and PMHandler define operations realized by System and used by Actor. PerformanceDataIRPNotifications defines notifications realized by Actor and used by System. 
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Note that the class diagram only shows a conceptual model of the Performance Data IRP. Depending on Solution Set and implementation other classes or no classes at all may be implemented.

Figure 5: Protocol Independent Interface Actor-System (Context C)


2.1.1.1 ObservedObject

The ObservedObject is a MO instance representing a network resource whose performance is under surveillance.  It has a DN.  This object is managed  by Inventory (HW&SW) IRP ref [10].  It is not managed via this IRP.  It contains one or several measurement attributes. 

The ObservedObject either represents a physical network resource or a measurement function as modeled in GSM 12.04 (see [7]).

2.1.1.2 Scanner

The scanner object scans the measurement attributes in the observed object(s) and compiles a scan report. The scanner is heterogeneous, i.e. it can scan observed object instances of different classes.

This IRP does not provide any means for Actor to create these objects.  System creates and destroys these objects when System creates Performance Monitorings (i.e., via createPerformanceMonitoring operation in the ScannerOperations interface.)

2.1.1.3 Threshold

The threshold object holds a threshold and will emit events or quality of service alarms if the threshold is crossed. A threshold object may only observe object instances of the same class.

The service alarms are emitted by usage of the Notifications defined in  AlarmIRPNotifications specified in [9] and definition of the notification is outside the scope of this IRP.
This object is not created by the Actor either. System creates and destroys these objects via the createThreshold operation in the ThresholdOperations interface.

2.1.2 Interface Description

All operations in this information model are all optional.  However, implementation of some operations requires the implementation of other operations. These dependencies are stated in each operation description.

2.1.2.1 Operations of ScannerOperations

2.1.2.1.1 createPerformanceMonitoring (O)

Actor invokes this operation to define a new performance monitoring.

· Input parameter (M) observationObjectList. A list of one or several observed object instances. Optionally the attributes to be scanned for each observed object instance may be given. If omitted all measurement attributes available in the observed object(s) will be scanned. By using wild cards all current instances of a specific managed object class may be monitored. In this case, if instances are created or removed during the monitoring’s lifetime, the list of observed objects will be updated accordingly

· Input parameter (O) granularityPeriod specifies the scanning frequency of the monitoring. If this parameter is omitted a default value for the observed object class shall be used. If several observed object classes are monitored the smallest possible default value shall be used. Recommended possible values for the granularity period are 1, 5, 15, 30 minutes, 1, 12, 24 hours. It is not a requirement that all these granularity periods should be supported.

· Input parameter (O) schedule specifies the schedule of the monitoring. If this parameter is omitted the monitoring will be continuos.

· Input parameter (O) reportingPeriod specifies how often a performance data report will be emitted. If this parameter is omitted a value equal to the granularity period of the performance monitoring will be used. If this parameter is set to zero no data reporting will be done. Data will then be retrieved by scan report requests.

· Input parameter (O) destination is used to specify the delivery method of the performance data. It can be either file or notification or both.

· Output parameter (M) scannerId identifies this performance monitoring. It identifies the created PerformanceMonitoring object.  The value of this scannerId can uniquely identify this object among all other existing in one specific System. PerformanceMonitoring objects of the System.  The value of this scannerId may be identical to scannerId used by other System(s).  The DN of the scanner object, like DNs of other objects, is a unique identification among the global namespace.

· Output parameter (M) status indicates (a) operation is successful and (b) operation fails because of specified or unspecified reasons.

2.1.2.1.2 lookUpPerformanceMonitoring (O)

Actor invokes this operation to get the characteristics of a performance monitoring. This operation is purely optional; i.e. is not required by any other operation.

· Input parameter (M) scannerId identifies this performance monitoring.

· Output parameter (M) observationIdList. A list of one or several observed object instances. Optionally the attributes to be scanned for each observed object instance are listed. If not, all measurement attributes available in the observed object(s) are be scanned.

· Output parameter (M) granularityPeriod specifies the scanning frequency of the monitoring.

· Output parameter (O) schedule specifies the schedule of the monitoring. If this parameter is omitted the monitoring is continuos.

· Output parameter (M) reportingPeriod specifies how often a performance data is emitted. If this attribute is zero no data reporting is done. Data will then be retrieved by scan report requests.

· Output parameter (M) status indicates (a) operation is successful and (b) operation fails because of specified or unspecified reasons.

2.1.2.1.3 suspendPerformanceMonitoring (O)

Actor invokes this operation to suspend a performance monitoring in the System. Scanning of measurement attributes will stop as soon as the current scan is completed.

· Input parameter (M) scannerId identifies the performance monitoring in the System that is subject of this operation invocation.

· Output parameter (M) status indicates (a) operation is successful and (b) operation fails because of specified or unspecified reasons.

2.1.2.1.4 resumePerformanceMonitoring (O)

Actor invokes this operation to resume a previously suspended performance monitoring in the System. Scanning of attributes will start as soon as the time is synchronized with the granularity and a potential schedule is active. This operation is mandatory if suspendPerformanceMonitoring is implemented.

· Input parameter (M) scannerId identifies the performance monitoring in the System that is subject of this operation invocation.

· Output parameter (M) status indicates (a) operation is successful and (b) operation fails because of specified or unspecified reasons.

2.1.2.1.5 deletePerformanceMonitoring (O)

Actor invokes this operation to delete a performance monitoring in the System. Deletion of the performance monitoring will be done as soon as the current scan is completed. This operation is mandatory if createPerformanceMonitoring is implemented.

· Input parameter (M) scannerId identifies the performance monitoring in the System that is subject of this operation invocation.

· Output parameter (M) status indicates (a) operation is successful and (b) operation fails because of specified or unspecified reasons.

2.1.2.1.6 listPerformanceMonitorings (O)

Actor invokes this operation to list all defined performance monitorings in the System. This operation is purely optional; i.e. is not required by any other operation.

· Output parameter (M) performanceMonitoringList, which contains the scannerIds of all defined performance monitorings in the System.

· Output parameter (M) status indicates (a) operation is successful and (b) operation fails because of specified or unspecified reasons.

2.1.2.1.7 getScanReport (O)

Actor invokes this operation to poll the current value of a performance monitoring in the System. This operation is purely optional; i.e. is not required by any other operation.

· Input parameter (M) scannerId identifies the performance monitoring in the System that is subject of this operation invocation.

· Output parameter (M) performanceDataReport contains the result.

· Output parameter (M) status indicates (a) operation is successful and (b) operation fails because of specified or unspecified reasons.

2.1.2.2 Operations of ThresholdOperations

2.1.2.2.1 createThreshold (O)

Actor invokes this operation to define a new threshold on a measurement attribute in the System. Input parameter (M) observationIdList. A list of one or several observed object instances. By using wild cards all current instances of a specific managed object class may be included in the threshold checking.

· Input parameter (O) granularityPeriod specifies the scanning frequency of the threshold attribute. A default value shall as far as possible be used.

· Input parameter (M) thresholdAttribute specifies the measurement attribute that will be checked against the threshold.

· Input parameter (M) thresholdValue specifies the value of the thresholdAttribute that will trigger the alarm. Note that this value also specifies the criteria for a cleared alarm, i.e. when the observed value passes the thresholdValue in the opposite direction, a cleared alarm will be sent.

· Input parameter (M) hysteresis specifies the hysteresis that the value of the thresholdAttribute is allowed to oscillate within without generating a new alarm and also defines the clearing criteria for the alarm. Observe that the hysteresis is asymmetric (one-sided) and may be zero. If the direction of the threshold crossing is falling, a new alarm will not be generated before the threshold value has had the value thresholdValue + hysteresis. Furthermore the alarm will not be cleared before the thresholdValue + hysteresis value is reached. For rising thresholds, the opposite is applied.

· Input parameter (M) direction specifies the direction of the threshold crossing, i.e. rising or falling.

· Input parameter (O) eventType specifies the event type of the generated event. The default is quality of service alarm. 

· Input parameter (M) perceivedSeverity specifies the perceived severity of the generated alarm. 

· Input parameter (O) probableCause specifies the probable cause of the generated alarm. The default is threshold crossed. 

· Input parameter (O) specificProblem specifies the specific problem of the generated alarm. 

· Output parameter (M) thresholdId identifies this threshold.

· Output parameter (M) status indicates (a) operation is successful and (b) operation fails because of specified or unspecified reasons.

2.1.2.2.2 lookUpThreshold (O)

Actor invokes this operation to get the characteristics of a Threshold object. This operation is purely optional; i.e. is not required by any other operation.

· Input parameter (M) thresholdId identifies this threshold.

· Output parameter (O) observationIdList. A list of one or several observed object instances.

· Output parameter (M) granularityPeriod specifies the scanning frequency of the threshold attribute.

· Output parameter (M) thresholdAttribute specifies which measurement attribute that is checked against the threshold.

· Output parameter (M) thresholdValue specifies the value of the thresholdAttribute that causes the alarm.

· Output parameter (M) hysteresis specifies the hysteresis that the value of the thresholdAttribute is allowed to oscillate within without generating a new alarm.

· Output parameter (M) direction specifies the direction of the threshold crossing, i.e. rising or falling.

· Output parameter (M) eventType specifies the event type of the generated event.

· Output parameter (M) perceivedSeverity specifies perceived severity of the generated alarm.

· Output parameter (M) probableCause specifies the probable cause of the generated alarm.

· Output parameter (O) specificProblem specifies the specific problem of the generated alarm.

· Output parameter (M) status indicates (a) operation is successful and (b) operation fails because of specified or unspecified reasons.

2.1.2.2.3 deleteThreshold (O)

Actor invokes this operation to delete a threshold in the System. This operation is mandatory if createThreshold is implemented.

· Input parameter (M) thresholdId
· Output parameter (M) status indicates (a) operation is successful and (b) operation fails because of specified or unspecified reasons.

2.1.2.2.4 listThresholds (O)

Actor invokes this operation to list all defined thresholds in the System. This operation is purely optional; i.e. is not required by any other operation.

· Output parameter (M) thresholdList, which contains the thresholdIds of all defined thresholds in the System or for the performance monitoring.

· Output parameter (M) status indicates (a) operation is successful and (b) operation fails because of specified or unspecified reasons.

2.1.2.3 Operations of PerformanceDataIRPOperations

2.1.2.3.1 setPerformanceDataIRPVersion (O)

Actor wishes to communicate with System using a particular Solution Set version.  System shall respond with operation unsuccessful in case System does not support the requested version.  In this case, System shall return to Actor with a list of (one or more) version number currently supported by System.  System shall respond with operation successful in case System supports the requested version.  In this case, System shall not return to Actor with a list of version number currently supported by System. This operation is mandatory as soon as any operation in this IRP is implemented.

· Input parameter (M) versionNumber indicates the Solution Set version number supported by Actor.

· Output parameter (M) versionNumberList indicates one or more Solution Set version numbers supported by the System.  This value should be NULL if status is successful, indicating that System is accepting the version number provided by Actor.

· Output parameter (M) status indicates: 

(a) Operation is successful in that System is supporting the Solution Set version indicated in the input parameter.  In this case, the output parameter versionNumberList shall be NULL. 

(b) Operation is unsuccessful in that the System is not supporting the Solution Set version indicated in the input parameter.  In this case, the output parameter versionNumberList shall contain one or more Solution Set version numbers currently supported by the System.

2.1.2.4 Operations of PM Handler

2.1.2.4.1 startMeasurementJob (O)

The Actor request this operation to start collecting measurement data from the System. If System return signal == OK then it will return the measurement data in the form of files.

· Input parameter (M) actorReference specifies the address against which System shall notify about availability of files.

· Input parameter (O) measurementConstraint specifies the criteria for selecting the measurements. System shall collect measurement data only if the measurement data satisfies the constraint i.e. on best effort basis. For measurementConstraints, a null input is not allowed for ManagedObjectClass. If null input is present in other attributes of measurementConstraints ( e.g. managedObjectInstance, measurementAttributeList) , it defaults to "all" that is measured by the OMC at the moment. If the parameter measurementConstraints is NULL, then it implies all measurement data is needed.
· Input parameter (O) StartTime indicates the time when the measurement shall start. If this parameter is omitted the job starts immediately.
· Input parameter (O) StopTime indicates the time when the measurement shall cease. If this parameter is omitted the job will run until Actor calls StopMeasurmentJob.
· Input parameter (O) aggregationPeriod is used to aggregate the measurementdata over the period of time. This can be used for statistical analysis by the Actor. Default is 1 hr.
· Input parameter (O) reportingPeriod is the time when the file will be prepared It is multiple of aggregation period.

·  Output parameter jobId is the job number for this particular operation.
2.1.2.4.2 stopMeasurementJob (O)

The Actor requests this operation to stop collecting measurement data from the System. 

If System return signal == OK then it will stop the measurement job. If the System returns signal== CONSUMER DISCONNECTED BUT JOB RUNNING then it means that the job was not completely stopped as it was in use by other Actor.

· Input parameter (M)jobId is the measurement job to be stopped.
2.1.2.4.3 listMeasurmentJob (O)

The Actor request this operation to list all measurement job currently running in the System. If System return signal == OK then it will return all measurement job information

Out parameter measurement contains a list of : 

· jobId 

· MeasurementConstraints specifies the criteria used for selecting the measurements.

· reportingPeriod is the time when the file will be prepared. 

· aggregationPeriod is used to aggregate the measurement data over the period of time.
2.1.2.4.4 listJobFiles (O)

The Actor request this operation to list FileInformation and Access information for a job currently running in the System. If System return signal == OK then it will return both these information.

· Input parameter jobId for which file and access information is requested.

· Output parameter jobFileInformation contains a list of 

· fileName 

· fileSize, the actual size of the file in kbytes.

· creation time of the file

· deletion time of the file 

· Output parameter access contains : 

· - directoryName where the files are located – 

· IpAddress, the IP address of the machine where the files are located. 

· - relevant user and security information.

· - fileCompression, if true compression is used, false if no compression used.
·  - fileFormat : the format of the file for example. ASN.1/BER or XML 
2.1.2.4.5 joinJob (O)
Actor request this operation to subscribe to a job which is already running in the system. This might be due to startMeasurementJob operation being invoked by other Actor.

· Input parameter (M) actorReference specifies the address against which System shall notify about availability of files.

· Input parameter (M)jobId is the measurement job to subscribe to. 
· Input parameter (O) StartTime indicates the time when the measurement shall start. If this parameter is omitted the job starts immediately.
· Input parameter (O) StopTime indicates the time when the measurement shall cease. If this parameter is omitted the job will run until Actor calls StopMeasurementJob.
2.1.2.5 Notifications of performanceDataIRPNotifications

Operations related to subscription to notifications are outside the scope of this IRP. Please refer to the Notification IRP [8].

2.1.2.5.1 NotifyPerformanceData (O)

System notifies the Actor with the contents of the collected performance data.

· Output parameter (M) performanceDataReport, which contains the performance data.

2.1.2.5.2 NotifyPerformanceDataAvailable (O)

System notifies the Actor that new performance data is available for collection.

· Output parameter (M) performanceDataReportReference, which contains a reference to where the performance data can be found. It will contain an URL, e.g. ftp://nms.telecom_org.com/datastore/cellmeasurement-199901021615
2.1.2.5.3 transferUpReadyNotify (O)

System notifies the Actor that new performance data is available for collection.

· Output parameter (M) jobId identifies the measurement job that generated the file.
· Output parameter jobFileInformation contains

· fileName 

· fileSize, the actual size of the file in kbytes.

· creation time of the file

· deletion time of the file 

· Output parameter access contains : 

· - directoryName where the files are located – 

· IpAddress, the IP address of the machine where the files are located. 

· - relevant user and security information. 

· - fileCompression, if true compression is used, false if no compression used.
·  - fileFormat : the format of the file for example . ASN.1/BER or XML or SMT 
2.1.2.5.4 NotifyPerformanceEvent (O)

System notifies the Actor that a performance event has occurred.

· Output parameter (M) performanceEvent, which contains the event information (see 4.1.3.6).

2.1.3 Behavior

2.1.3.1 Network Resource Name

A scan report provides the values of the measurement attributes of a specific network resource.  This IRP use one attribute, Observed Object Instance, to identify the network resource. The Observed Object Instance must be unique within a certain context, such as a transmission network, a switching network.  This IRP does not specify the context.  The Observed Object Instance must carry the identity of the NE that contains the monitored network resource.

Note that the observed object can either be a network resource or a measurement function defined for a network resource as described in [7]. That means that the measurement function is conveyed as part of the observed object instance name, not as a separate attribute.

Examples:

An observed object without any specification of measurement function:

“IRPNetwork=Example/Subnet=TN2/BSC=BSC15/Cell=*”.

Observe the wild card that implies that all cells connected to BSC15 are monitored.

An observed object which is a measurement function:

“IRPNetwork=Example/Subnet=TN2/BSC=BSC15/Cell=0015/CellMeasurement=0010”

Alternatively there could be a convention that CellMeasurement 0010 measures on the cell with the same identity.

2.1.3.2 Schedule

A schedule consists of start date, end date, list of daily intervals and a weekly schedule. All these parameters are optional. The encoding of schedule is protocol dependent.

If start date is omitted the monitoring starts immediately.

If end date is omitted the monitoring will run until suspended.

If daily interval is omitted, the monitoring will run continuously through the day.

If weekly schedule is omitted the monitoring will run all days of the week. Alternatively the weekly schedule will indicate which days of the week the monitoring will be run.

2.1.3.3 Performance Data loss detection and recovery

Actor receives performance data via (a) System’s notification and (b) file transfer.

Actor may detect notification loss by examining the value of notification identifier carried on each notification.  The use of notification identifier for notification loss detection is protocol solution set dependent.

When Actor realizes notification loss, there is no mechanism for Actor to request the retransmission of notification.

Performance data loss detection and recovery is outside the scope of this IRP since the protocol used for file transfer is outside the scope of this IRP.

2.1.3.4 Time

Semantics of time is carried in operation and notification parameters (i.e., eventTime and parts of schedule) and attributes (i.e., EventTime, ScanInititationTime, TimeStamp) of scan reports.  The time indication is UTC (Co-ordinated Universal Time).  UTC time scale is maintained by the Bureau Internationale de l'Heure (International Time Bureau) and it forms the basis of a co-ordinated dissemination of standard frequencies and time signals.  The source of this definition is Recommendation 460-2 of the Consultative Committee on International Radio (CCIR). CCIR has also defined the acronym for Co-ordinated Universal Time as UTC.  UTC is also referred to as Greenwich Mean Time (GMT) and appropriate time signals are regularly broadcast.

The time indicates year, month, and day, minutes and seconds.

2.1.3.5 Performance Data Record

This section specifies the performance data in terms of its attributes.

Encoding rules for these attributes are protocol environment specific. Encoding rules are specified in various Performance Data IRP Specification: Solution Sets.

The attribute names and the semantics of them are as far as possible re-used from the ITU-T TMN recommendations. This does not in any way impose that the protocol or encoding of these recommendations shall be used.

The performance data is collected in scan reports. As a scan report just covers one granularity period, several scan reports can be combined into a performance data record, if the reporting period is greater than the granularity period. Also, if the performance monitoring scans several object classes, the observations for each class are collected in separate scan reports (with the same ScannerId) that may then be compiled in a performance data record.

2.1.3.5.1 Scan Report

· ScannerId (M): Some kind of identification of this specific measurement. May be used by the Actor to correlate this information with a performance monitoring. Note that the Actor may ignore this information.

· EventType (M): See [1]. Will always have the value “Scan Report””

· ScanInitiationTime (M): Identifies the time of the scan, i.e. the end of the granularity period. This time should be synchronised, i.e. start at each hour, quarter of hour etc depending on the length of the granularity period. See also section 4.1.3.3, Time.

· GranularityPeriod (M): The length of the granularity period.

· NumericAttributeIdArray (M): A list of

· AttributeId (M): An attribute of type integer or real, i.e. a “counter”.

· ObservationScanList (M): A list of

· ObservedObjectInstance (M): The name of the observed object. 

· NumericValueArray (M): A list of

· ObservedValue (M): The actual value of the AttributeId in the NumericAttributeIdArray above. For each AttributeId a corresponding ObservedValue must be present. The ObservedValues must be listed in the same order as the AttributeIds. A null value indicates that data for the attribute is missing.

· TimeStamp (O): If the exact scan time of the attribute is available, this may be recorded as a time offset from the scan initiation time in this attribute. See also section 4.1.3.4, Time.

· SuspectFlag: (O): See [5]. Set to true if the value is not to be relied on, i.e. is not null but still may be corrupt.

· IncompleteScan (O): See [5]. Present if the scan report is not complete, e g all observed object instances are not present. May have the value “size limit exceeded”, “scan time exceeded” or “other”.

· AdditionalInfo (O):. A set of name-value pairs of additional information System wishes to convey to Actor. This attribute could for example be used to convey version information.

2.1.3.6 Performance Event Information

In addition to the scan report discrete performance events can be sent. These will have the format:

· ManagedObjectClass (M): The class of the managed object instance that generated this event.

· ManagedObjectInstance (M): The identity of the managed object that generated this event.

· EventType (M): The definition of performance event types is outside the scope of this Performance Data IRP.

· EventTime (M): The time of occurrence of the alarming information.  The time indication is in UTC (Co-ordinated Universal Time) with no possibility of specifying time zones.  See section 4.1.3.4, Time, for more information.

· AdditionalInfo (O): A set of name-value pairs of additional information System wishes to convey to Actor.

The performance event will possibly need more attributes, for example for associated event data and correlation information. In this version of the IRP AdditionalInfo should be used for that kind of information.

2.1.3.7 Measurement file format,

The scan report can be converted to a file by using XML or ASN.1. Below follows a table that lists information that need to be available in the file. In context A and B is GranularityPeriod provided.  In context C no granularity period is given. Instead is AggregationPeriod provided.

Scanner ID (JobID in context C)

EventType

ScanInitiationTime

GranularityPeriod(if not aggregation is given)

AggregationPeriod(if not granularity is given)

NumericAttributeIdArray

AttributeId

ObservationScanList

ObservedObjectInstance

NumericValueArray

ObservedValue

TimeStamp(O)

SuspectFlag(O)

IncompleteScan

AdditionalInfo

2.2 Dynamic Model

2.2.1 Use Cases

This section presents use cases for performance monitoring between an Actor and System, where system is Context A or Context B (Actor-NE).

2.2.1.1 Schedule of Performance monitoring

The Actor sends a schedule request to the System. The schedule request includes what MO instance(s) or MO class to monitor, what granularity period to use and how the measurement results shall be retrieved. The System confirms or declines the request.

2.2.1.2 Suspend/Resume Performance monitoring

The Actor may suspend the performance monitoring. During this time no performance data are collected from the network element and thus no data reports are sent to the Actor. The Actor may later resume the performance monitoring. The monitoring will then continue with the same characteristics as before the suspension.

2.2.1.3 Fetch performance data report

The Actor initiates a request to fetch performance data from the System. The Actor may have received information prior to this request, informing the Actor that new data is available and the location of the data.

2.2.1.4 Request current performance data report

If the Actor wants to receive the current result of a performance monitoring, outside the ordinary schedule, the Actor may request a data report from the System. This report has the same format as a normal report and does not affect the normal scheduling of the performance monitoring.

2.2.1.5 Threshold setting on performance variables

The Actor sends a request to the System instructing the System to create a threshold object monitoring measurement attributes connected to a MO instance(s) or MO class. The threshold criteria, notification type and severity is included in the request. An appropriate performance monitoring should be created if it does not already exist. Note that in the threshold case, the granularity period should be quite short, to catch abnormal situations as soon as possible.

2.2.1.6 Report performance threshold crossing

When a threshold is crossed the System generates and sends an Alarm according to the Alarm IRP or a performance event.

Below follows use cases for performance monitoring between an Actor and System, where system is Context C (Actor-NEM).

2.2.1.7 Start a measurement 

The actor send a request to the system to get information about currently ongoing jobs. The actor analyses the returned measurement constraints to see if any of the already started jobs can be used. 

In case an existing job can be used the Actor makes a request to System to join the Actor to this measurement job.  

In case no existing job can be used, the Actor sends a request to start the measurement to the System. The  request includes what MO instance(s) or MO classes to monitor, what aggregation period to use and how often the result shall be transferred to Actor.

2.2.1.8 Stop a measurement

The Actor sends a request to stop a measurement job to the System. 

In case another actor has joined the measurement job the job will continue, but no notifications will be sent to the Actor that has requested the measurement job to stop. 

In case there are no other Actors using the measurement job the job will stop. 

2.2.1.9 Measurement file is ready

The System notifies the Actor about that a file is ready for transfer. The Actor uses the notification information to start a FTP, TFTP, or HTTP  transfer of the file to the actor.

2.2.1.10 Connection between Actor and System reconnects after transmission failure

The Actor asks the System about existing files for the previous disconnected jobs. The system replies with a list of existing files for the requested job. The Actor makes FTP, TFTP, or HTTP  for the files that not already has been transferred from the System. 

2.2.1.11 A new actor connects to System because of lost transmission  between previous Actor and System

The new Actor asks the system about information regarding the ongoing measurement jobs. The new actor joins these jobs. 

Issues discussed & possible future enhancements

· This IRP does not specify measurement attributes.  Their specifications are dependent of types of network and equipment.  These attributes are specified in the MIM (resource model) of the System.

· This IRP does not specify human readable reports and types of presentations that could be produced by the management application.  This is a very important part of Performance Management but not a part of the IRP.

· This IRP does not specify the performance requirement of transfer rate and volume of measurement data.  Note that System produces huge volume of performance data.

· To use this IRP, management applications must know the MIM (resource model) of the System.  How they acquire such knowledge is outside the scope of this IRP.

· There are types of statistics that are not covered by this IRP, for example statistics collected for billing purposes.

· This IRP does not specify how stored data is be managed, for example for how long it will be kept in System.

This IRP may be enhanced in the future. Some candidates for inclusion are:

· Support for modification of performance monitorings and thresholds.

· Support for security related operations.

· Support for more complex threshold criteria

· A more elaborate notification for performance events containing specific attributes for additional information.
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� Interface in IRP Information Model is identical to concepts conveyed by stereotype <<interface>> of Rational Rose Model.


� A case when no operations are needed is when an Actor just fetches files from the System and does not control the performance monitorings and thresholds in any way.
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