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Integration reference Points (irps) – TEchnical overview

Abstract
This document provides a technically oriented overview of IRPs (Integration Reference Points), introduced to 3GPP in TSGS5#4(99)098 “Management Framework for UMTS” [1]. 
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1 Introduction

An introduction to the IRP (Integration Reference Point) concept is given in TSGS5#4(99)098 “Management Framework for UMTS” [1]. The following changes from and major additions to this document should be noted:

1. The structure of configuration-management related IRPs has been refined. The Configuration Service IRP is here split into several IRPs; an Inventory (HW&SW) IRP, Provisioning IRP(s), and a SW Management IRP.

2. An architecture for security management has been included.

2 IRP documents overview

Relating to the OSI functional areas “FCAPS”, IRPs are here introduced addressing parts of “FCPS” – Fault, Configuration, Performance, and Security management. Comparing with TMF TOM (Telecom Operations Map), the introduced IRPs address process interfaces at the EML-NML (Element Management Layer – Network Management Layer) boundary. In 3GPP/SA5 context, this can also be applied to the “N-interface” between EM-NM and NE-NM.

The IRP concept is well aligned with TMF’s positioning statement regarding Modeling, Protocol, and Systems Architecture, see [4]. The three cornerstones of the IRP concept, introduced in [1], are:

1. Top-down, process-driven modeling approach 
The purpose of each IRP is automation of one specific task, related to TMF TOM. This allows taking a "one step at a time" approach with a focus on the most important tasks. 

2. Protocol-independent modeling
Each IRP consists of a protocol-independent model (the IRP information model) and several protocol-dependent models (IRP solution sets). 

3. Standard-based, protocol-dependent models
Models in different IRP solution sets (CMIP, SNMP, WBEM, ...) will be different as existing standard models of the corresponding protocol environment need to be considered. The means that solution sets largely need to be "hand crafted". 

To exemplify the last item, it would be very difficult for a code generator or gateway to know that the "vendor name" attribute in a protocol-independent model shall be called: 

· "vendorName" (on class "Equipment") in a CMIP/TMN environment,

· "entPhysicalMfgName" (in table "entPhysicalTable") in an SNMP environment, and

· "Manufacturer" (on class "PhysicalElement") in a WBEM/CIM environment.

Figure 1 provides an overview of IRP documents. All IRP specifications use (are dependent on) the “Name convention for managed objects”, described in Section 3. The Notification IRP is a generic one, used by many other IRPs, as presented in Section 4.1. The GUI Launch IRP can be an alternative, or complement, to other IRPs, see Section 4.2. Remaining IRPs address fault, configuration, performance, and security management as presented in sections 5 to 8. Note that complementing 3GPP and/or product-specific documents are needed for the GUI Launch IRP (to define start-up parameters) and for the Performance Data IRP (to define measurement data/counters).



Figure 1 : The overall IRP document structure 
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3 Name convention for managed objects

The name convention for managed objects is mandatory under all IRPs and ensures that resource names are unambiguous. This means that each name refers to, at most, one network resource. Important reasons for using the proposed common name convention are to facilitate:

· Integration efforts covering multiple supplier sub-networks

· Integration of a supplier namespace with an operator’s existing, hierarchical Enterprise namespace.

The name convention is based on Distinguished Name (DN) according to ITU-T X.500. Further, it recommends the use of DNS (Domain Name System) for root, the highest name hierarchy portion. The name convention is consistent with IETF RFC 2253 “Distinguished Name string representation” [2], and adds some further restrictions as compared to this RFC.  

4 Generic IRPs
This section introduces IRPs that are generic across the OSI functional areas “FCPS”.

4.1 Notification IRP

Figure 2 : Technical overview of the Notification IRP
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The Notification IRP defines an interface for emitting events and for setting up subscriptions to receive events. Notifications specified by this IRP carry the events specified in other IRPs, for example Alarm IRP, Inventory (HW&SW) IRP, and Performance Data IRP. Notifications specified by this IRP may also be used to carry other types of events.  A possible extension to this IRP, if 3GPP/SA5 so requires, is to add support for logging. 

For Corba, the use of OMG Event or Notification Services is specified. For SNMP, the IETF standard MIB-modules SNMP-TARGET-MIB and SNMP-NOTIFICATION-MIB, specified in RFC-2573, are used.

4.2 GUI Launch IRP

This IRP addresses (remote) GUI start-up, or “launch”, of Unix, Windows NT and Web applications independent of supplier. The IRP can be an alternative, or complement, to the other (machine-to-machine type) IRPs presented in this document. In fact, the GUI launch IRP has an even wider scope of application, for example to launch customer product information (documentation). 

The “screen integration” offered by the GUI Launch IRP can bring great customer-value by enabling process-flow integration (however, not automation) at reasonable effort. A targeted GUI launch is supported, allowing the right function/dialog to be directly displayed for the selected managed objects. Note that a description of start-up parameters is needed as a complement to this IRP. This can be defined by 3GPP and/or be product-specific.

Many network management platforms support GUI-launch integration with their alarm/event lists and map applications. A typical area for GUI-launch integration here is detailed network element configuration. In this area, data integration with a multitude of management platforms can be cumbersome for the network element supplier.

5 Fault management

In the fault management area, the Alarm IRP is introduced. It addresses one input trigger to the TMF TOM Network Maintenance and Restoration process, see Figure 3. The Alarm IRP is in TOM used to report element faults from element managers. But it could also be used to report alarms directly from network elements to a network manager.

Figure 3 : Alarm IRP - an input trigger to the TMF TOM Network Maintenance and Restoration process
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As a complement to the Alarm IRP, the Inventory (HW&SW) IRP can be used for retrieval of the configuration and status of the corresponding network elements. This facilitates the automated building of topology maps and may also be used to compile a network view for alarm correlation and service impact analysis purposes. 

5.1 Alarm IRP

Figure 4 : Technical overview of the Alarm IRP
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The Alarm IRP information model is based on standards from ITU-T/ETSI, the most important one being ITU-T X.733. An important extension to X.733 is the introduction of an active alarm list, de-centralizing intelligence and facilitating the use of thin clients (e.g. Web browsers) as alarm viewers. Corba can be used for this type of Web-browser integration, among other fields of use. SNMP is supported by many multi-vendor fault management applications and enables reasonable-effort integration.

The Alarm IRP is designed with scalability in mind, allowing a receiver of alarms to also act as a producer of alarms (for other receivers). A network of entities, acting as producers and receivers, forms a federation. Such a federation can manage and distribute alarms over, for example, a large IP network.

6 Configuration Management

In the configuration management area, the Inventory (HW&SW) IRP is introduced, addressing one input trigger to the TMF TOM Network Inventory process, see Figure 5. Inventory (HW&SW) IRP in TOM provides change notifications from Element Managers. But change notifications could equally well be reported directly from network elements to a network manager.

Figure 5 : Inventory (HW&SW) IRP - an input trigger to the TMF TOM Network Inventory Management process 
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Figure 6 : Provisioning IRP - an output trigger from, and part of responsibility within, the TMF TOM Network Provisioning process 
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Further, the Provisioning IRP is introduced, addressing the TMF TOM Network Provisioning process, see Figure 6. One output trigger is addressed, namely network (re-) configuration/testing requests to Element Management. Further, as part of the responsibility of this process, the Provisioning IRP addresses receiving command confirmations and test results relating to network (re-) configuration/testing. 

The configuration management area is large. In addition to inventory and network provisioning, IRPs are needed for SW management and service provisioning. A very important aspect is that resource models (“MO classes”) defined in different IRPs are consistent. The Inventory (HW&SW) IRP, presented below, here provides a base for all hardware- and software related resource modeling. 

6.1 Inventory (HW&SW) IRP

Figure 7 : Technical overview of the Inventory (HW&SW) IRP
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In addition to supporting ITU-T/ETSI resource models, it has been considered important to be consistent with CIM (Common Information Model) resource models from DMTF [5], due to the massive vendor commitment to this specification. The Inventory (HW&SW) IRP : information model provides a protocol-independent resource model that is consistent with TMF, ITU-T, ETSI, IETF, and DMTF standards. This resource model forms a base for all hardware and software related resource modeling in IRPs. The Inventory (HW&SW) IRP : information model also specifies protocol-independent operations possible over the IRP. 

For each solution set: 

1. The protocol-independent resource model is mapped (hand-crafted) to protocol-specific standard resource models.

2. Extension resource models are defined as needed.

3. Protocol-independent IRP operations are mapped to the (standard) protocol used in the solution set.

Corba allows distributed and extensible solutions. Note that Corba does not bring its own resource models; these are derived directly from the Inventory (HW&SW) IRP : information model. Further, it is seen as beneficial to define a set of generic configuration management services on top of Corba (similar to CMIS), here called “Management over Corba”. These operations provide a generic management protocol that is not restricted to the Inventory (HW&SW) IRP, but much more widely applicable for configuration management. 

LDAP enables support of emerging, directory-based approaches to management and the use of directory products. WBEM, suggesting management over HTTP, is seen as an interesting technology for the future. SNMP is today widely used in IP-networks.

7 Performance management

In the performance management area, the Performance Data IRP is introduced. It addresses the following TMF TOM processes:

· Responsibility of the TMF TOM Network Data Management process,  see Figure 8, to collect usage/performance data.

· One output trigger of the TMF TOM Network Provisioning process, see Figure 9, related to network (re-)configuration/testing requests to Element Management.

Figure 8 : Performance data IRP - collecting usage/performance data as part of the TMF TOM Network Data Management process
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Figure 9 : Performance data IRP - an output trigger from the TMF TOM Network Provisioning process
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7.1 Performance Data IRP

Figure 10 : Technical overview of the Performance Data IRP
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The Performance data IRP : information model is based on standards from ITU-T. However, similar operations exist in most standards for performance management. The IRP supports two modes of operation: a) performance data is fetched from the producer, and b) the producer sends performance data to subscribers as notifications. 

The IRP provides operations to set up performance data measurements; another way to set up measurements is to use the GUI Launch IRP. Retrieval of performance data can be done using files, independent of what set-up mechanism is used. Further IRP operations are included to create threshold objects that emit events (via Notification IRP) or quality-of-service alarms (via Alarm IRP) when threshold values are crossed.

Using Corba allows distributed and extensible solutions. Extension of RMON-2 MIBs provide de-facto standard performance management of IP-networks, using SNMP. Files allow for bulk data transfer using IETF standard protocol FTP, TFTP, or HTTP, e.g. for straightforward integration with multi-vendor performance management applications. Note that a description of measurement data/counters is needed as a complement to this IRP. This can be defined by 3GPP and/or be product-specific. 

8 Security management

8.1 Overall security management architecture

This section proposes an architecture for security management that is divided into three layers, as shown in Figure 11. No individual layer is dependent on any specific technology in other layers.

Figure 11 : Security Management Architecture
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The different layers are:
Layer C - O&M IP Network: 

Layer C provides IP transport to the upper layers. Some Service Providers might build their O&M IP network as a completely private, trusted network. In the normal case though, the O&M IP network should be regarded as partly insecure due to its size, complexity, limited physical security and possible remote access from dial-up connections or from the Internet. The only security service provided then is that the O&M IP network is logically separated from the Internet. IP infrastructure aspects on security are handled to the extent possible utilizing IP classic features (addressing schemes, DNS, DHCP, BOOTP, protection with firewalls etc.).

Layer B - Secure DCN:

On layer B a Secure DCN (Data Communications Network) is defined. The Secure DCN provides a trusted IP-environment to the application level, i.e. an environment with no masquerading IP-hosts and where potential intruders can not communicate.

One way to accomplish the Secure DCN is to use IP security mechanisms (IPSec, see [3]) to achieve authentication of IP hosts (servers, gateways, network elements) and optional encryption of O&M traffic. Note however that the Secure DCN does not authenticate users.

Layer A - Application Layer: 

On this layer we find Telecom Management applications performing their tasks in the normal management functional areas. Managed Objects residing in the network resources are often accessed or manipulated. 

Layer A provides authentication of users ensuring that every party involved in O&M traffic is securely authenticated against every other party. The implementation of the authentication service supports “single log-on” (a user only has to log-on once to get access to all O&M applications in the network) and “single point of administration” (an administrator only needs to maintain a user and his/her profile in one place).

Layer A also provides authorization (access control) - to verify if a user is authorized to perform a certain operation upon a specified target object at a given time. In addition, it addresses the use of signing and logging of events. 

Security IRP(s) addressing authentication and authorization are needed. Note that layer A requires (but does not provide) confidentiality. Layer B instead provides this service. 

Common Services

In common services we find the security infrastructure components:

· Directory (for storage of user information, certificates, etc.),

· PKI (Certificate Authority, Registration Authority, Public Key Certificate, etc.).

Layer A relies on, and interacts with, the Common Services through distribution of certificates and keys, authentication of users, authorization, utilities for security administration (setting access rights), etc.

Note that layers B and C do not necessarily interact with Common Services for security management purposes. The arrows in Figure 11 simply indicate the possible use of common services for configuration management.
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