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The architectural choice  to split the Node-B O&M into the “Logical O&M”  and “Implementation Dependent O&M” has some consequences that are not analysed in detail within the TR I3.05 document. The main problem that we see is that in the RAN3, the “logical O&M” has been analysed in terms of messages to be exchanged between Node-B and RNC, and not in terms of resources (logical resources) which need to be created, initialised, changed, and need to exchange messages with other resources and with the Manager.

On this point we have produced a  to the RAN3, to ask a clarification about who will take care of the modelling of these logical resources.  In any case, once the logical resources will be defined, they should have the “State” and “Status”, similar to the logical objects of the GSM System.

The attached figure describes the situation of the Node-B where the physical resources are modelled  with an Info Model in the upper side which is managed directly by the Implementation Dependent  I-D-Manager, and by the I-D-Agent, while the logical resources are modelled with a standard Info Model and are managed by the L-Manager and L-Agent, via the RNC. In the figure there are also some dotted lines between the physical objects and the logical objects. These lines represent the natural, unavoidable dependencies (relationships) between the physical resources and the associated logical resources that they support. These relationships may need to be modelled within the Logical Info Model (this point should be analysed in more detail later) however it seems that most of these relationships can be managed automatically by the Node-B. In case for some relationship it should be necessary the Operator’s support, it can be done via L-Agent or via I-D-Agent/MF, in a way that will be defined later. The Mediation Function between the two Info Models has the purpose to “translate” the events that occur on the physical Info Model, in events originated on the logical Info Model and viceversa. For example, when a failure occurs on a hardware board which is represented by a physical object, a change state must be originated on the corresponding logical object(s) which should have the Operational State going to “disabled”. With this background let’s see the specific comments.

COMMENTS

On the first page you suggest that the creation/deletion of Cells (Logical Objects) is done via  I-D-O&M. It is not clear if this should be extended to all the logical objects.

We suggest that the Logical Objects are completely handled via L-O&M, including the initial creation and initialisation. This choice is based on the following assumptions:

1. The logical objects must have the state according with the ITU-T X.731/X.721

2. It must be possible to create a logical object on the RNC at any time. If the physical resources to support the  logical object are not available, the logical object is put in the Operational State = disabled. When later, the physical resources are made available, the Node-B must originate a "state change notification" to put the logical object in service (operational state = enabled). This gives also a solution to your question about “two concepts of cell creation”. There is only one concept of Cell as logical resource which, for the time it is created, can be managed via L-Manager, but it can really provide telecom services only if it is “enabled and unlocked”.

3. A similar behaviour must apply in case of failure. It is responsibility of the Node-B I-D-O&M, in cooperation with the Node-B Mediation Function, to accomplish all the recovery processes in order to minimise the effect of the fault (depending on the availability of redundancy etc…) and, in case of loss of service, they have to originate a “state change notification” to put the logical resource in “disabled” state.  It is also responsibility of Node-B to generate a “state change notification” to put the logical resource back to “enabled”, when the fault is repaired.

4. Of course, the statement that you report from TS 25.433 must be corrected to be consistent with the above assumption.

There are good reasons for this choice:

· It keeps the Logical O&M more independent from the I-D-O&M

· It gives more flexibility for the configuration, in the sense that the logical objects can be configured independently from the physical resources, even when the physical resources are not yet installed, even when the physical resources are installed but the Iub link is down. (In the GSM network, very frequently the configuration database is prepared off-line and then downloaded on the Network Elements.

· On the Iub interface, there is no difference between faulty  and not installed physical resources. Practically the not installed resource is just a sub-case of a faulty resource.

About the second issue (second page), once again, we agree on the problem but we see a different solution. With the architecture described above, there is no need to inform the RNC about the initialisation. When new hardware is installed (or repaired) it is sufficient that Node-B checks if there are Logical Objects that can be turned back to enabled and originate the relative “State change notifications". 
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