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This paper presents a proposal from Ericsson to 3GPP SA5 regarding the UMTS management framework. The proposal is based on long experience from implementation projects and several years of dedicated research in this area, including work with operators and external systems integration expertise.  It has also been presented to TMF, where it was well received. The relation to existing TMN standards from ITU-T is described in the note below.

Note on relation to ITU-T TMN standards

A fundamental part of the proposed framework is the definition of Integration Reference Points (IRPs) which is well in line with the concept of reference points defined in the TMN architecture (M.3010). However, where the TMN approach was ”bottom-up” - modelling the network infrastructure, the IRPs are defined using a ”top-down” approach – starting from the business processes of an operator and the generic applications used to implement process support.

Still, it is recognised that much valuable knowledge is encompassed in existing information models from ITU-T and ETSI. To make IRPs useful in practice, however, the optionality provided by these standards needs to be narrowed down and some additional information needed for systems integration needs to be specified. 

Full compliance to most existing ITU-T standards mandates the use of CMIP/GDMO. As a contrast, IRPs aim at systems integration which implies that also other protocols may be useful. The integration need should determine the selection of technical protocols. In fact, a number of benefits come from using protocols that are not telecom-specific, including a much wider availability of products, technology, and competence. It is strongly believed that accepting widely used, standard protocols, such as Corba and SNMP, would be beneficial to the telecoms industry as a whole. Note, however, that IRPs do not exclude the use of CMIP/GDMO.

Background

The need to support and automate end-to-end processes clearly requires telecom management applications and systems to be interoperable. The technical enablers for achieving this interoperability are here referred to as Integration Reference Points (IRPs), reflecting their use for a Communications Provider in the following fields:

1. Accessing the network infrastructure 

2. Achieving interoperability between internal management applications and systems (within and between application areas)

3. Achieving interoperability with external management systems, corresponding to business relations with other Communications Providers

4. Providing access to customers (end-users)

This paper focuses on IRPs for accessing the network infrastructure, or 1 above. A proposal addressing 2 to 4 above was jointly brought to the TeleManagement Forum (TMF) in the spring of 1999 by Telia, BT, AU-System, and Ericsson. This proposal was well received and work continues within the “Management domains” subgroup of the TMF Telecom Operations Map (TOM) team. 

Integration Levels

Virtually all types of telecom/datacom networks comprise many different technologies purchased from several different vendors. This implies that the corresponding management solution need to be built by integrating product-specific applications from different vendors with a number of generic applications that each provide some aspect of multi-vendor and/or multi-technology support. A complete management solution is thus composed of several independent applications.

The following levels of integration are defined:

· Screen Integration: Each application provides its own specific graphical user interface (GUI) that need to be accessible from a single, unified screen (a common desktop). A seamless integration between the various GUIs is then required.

· Application Integration: Applications need to interwork, on a machine-machine basis, in order to automate various end-to-end processes of a communication provider. 

A complete management solution contains a mixture of these integration levels. The selection of level for a specific task must be based on aspects like time-to-market, cost and functional requirements. The two extremes are (1) infrequent tasks involving only one type of network element – which is most cost-effectively performed through the GUI of a product-specific application (screen integrated with other applications), and (2) frequent tasks involving several types of network elements – which require application integration.

Figure 1: Integration levels
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Screen Integration

For screen integration, a GUI launch IRP is provided by a product-specific application in order to enable activation of its GUI from an external application. An important property of this IRP is that the requested operation and target object are passed in the activation request, for direct display of the relevant window. The goal is that different applications shall be perceived as one system by the user.

To illustrate the concept of screen integration, we can use an example with a (generic) fault management (FM) application that indicates network faults in an alarm list and a topology view. As soon as possible after a fault is indicated, the user is likely to proceed to diagnose and locate the reason, and (if possible) arrange a work-around solution. This functionality is in most cases necessary to perform through the GUI of a product-specific application. Screen integration enables the user to select a network element on a topology map, or to select an alarm in the alarm list, and then choose an operation to be performed (typically through a context-sensitive pop-up menu item). This results in that the FM application launches the GUI of the relevant product-specific application. The GUI launch IRP ensures that the user is automatically logged in to the product-specific GUI, and that the window for performing the requested operation is immediately displayed at the desktop (the user shall not have to navigate through the GUI to find the requested window).

Figure 2: Example of screen integration
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Application Integration

Interfaces related to application integration can be divided in the following three categories:

· High-level generic interfaces between generic applications on the network and service management layers. The same approach and concepts apply for these as the next category:

· High-level (technology-independent to the extent possible) interfaces between product-specific and generic applications are needed in order to automate and streamline frequently occurring tasks applicable to several types of network elements. A top-down approach shall be taken when defining these interfaces, where the main input is (1) business processes of a communication provider and (2) the types of generic applications that are used to implement the process support. The interfaces need to be stable, open and (preferably) standardised. These IRPs are discussed below under the heading Network Infrastructure IRPs.

· Detailed (product-specific) interfaces between product-specific applications and the corresponding network elements are of course also needed. These interfaces are defined using the traditional bottom-up approach, where the actual network infrastructure is modelled. This is the traditional TMN approach to element management. They are not further discussed in this document, as they are internal to a specific development organisation and do not need to be open. In fact, by publishing these interfaces, too much of the internal design may be revealed and it may become impossible to later enhance the application.

 Figure 3: Interfaces related to application integration
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It is important to stress that the bottom-up approach shall be avoided when defining interfaces between product-specific and generic applications, as an interface that gives access to all objects and all attributes in a network becomes complex and extremely volatile to changes in the network design. Furthermore, the separation between high-level and detailed interfaces reduces the cost of the product-specific applications, since developers are free to innovate below the boundary of the open high-level interfaces. 

Network Infrastructure IRPs

On the equipment side (Network Element, NE), Communications Providers are acquiring switching equipment, radio base stations, transmission equipment, etc. from different vendors, where they find the best value for money, and expect it to be possible to put together a working solution. Although this is true for hardware and signalling, it is not really the case when it comes to management of the equipment.

When providing integrated management solutions for multi-vendor networks, there is a strong requirement that the NEs and the management solutions that go together with them are systems integrable. It is here proposed that the telecom vendors provide a set of Network Infrastructure IRPs.

It should be noted that these IRPs could be provided by either the NE, or the Network Element Manager (NEM) or Sub-Network Manager (SNM) that goes together with the type of NE. There is actually not a clear distinction any more between NE and element management applications, mainly due to the increased processing capacity of the equipment platforms. Embedded Element Managers providing a web user interface is a common example of that.

These IRPs are introduced to ensure interoperability between product-specific applications (PSA) and the types of generic applications shown in the figure below. These IRPs are considered to cover the most basic needs of task automation. 

Figure 4: IRPs for application integration
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A fault management (FM) application basically consists of functionality for alarm list and network topology presentation. A product-specific application needs to supply an alarm IRP to forward alarms to the FM application. Furthermore, a configuration service IRP is needed for retrieval of the configuration and status of the corresponding network elements. This IRP facilitates the automated building of topology maps and may also be used to compile a network view for alarm correlation and service impact analysis purposes.

An inventory management application is used to track individual pieces of equipment. It normally contains functionality for handling warranty information, spare parts, MTBF figures, etc. To maintain an inventory database, this application can utilise the configuration service IRP (which need to supply serial numbers of replaceable hardware units).

In addition to the fault management application, a separate performance monitoring (PM) application is often included in a network operations solution. Such an application can be of varying ambition levels, ranging from simple spreadsheet tools to extensive data warehouse products. Relevant information is made available by a product-specific application through the performance data IRP.

Service activation applications translate service orders into network commands. They can be seen as a gearbox between customer management applications and the network infrastructure. The objective is to achieve a high degree of end-to-end process automation. A product-specific application shall supply a provisioning interface for frequent configuration activities that require automation, using the configuration service IRP. 

It is realised that the alarm IRP, performance data IRP, and configuration service IRP all have similar needs to use notifications. The corresponding service can be formalised as a notification IRP. Further, applying a common name convention for managed objects is useful for co-operating applications that require identical interpretation of names assigned to network resources under management.

An additional area where an IRP can be specified is for Call-Data Records (CDRs), used by billing and data warehouse applications. 

Applying IRPs to TOM

Already today we can verify that several of the Network Infrastructure IRPs can be applied to the TMF “Telecom Operations Map”, which is composed of the processes shown in the figure below:

 Figure 5: Telecom Operations Map (TOM) from TMF
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Brief descriptions are included on the following pages for the different network and systems management processes, together with a mapping between the defined EML-NML interfaces and the Network Infrastructure IRPs.

In the coming years we also expect the other process interactions, as they are indicated in the TOM charts, to appear as more and more standardised IRPs! These are more related to the internal network and service management layers, but also here information flow and trigger events are a sound foundation for defining IRPs.

Network Planning / Development

This process is responsible for the definition of rules for network planning, installation and maintenance, application of new technology and supplier strategy, development and acceptance of new network types, description of standard network configurations for operational use. The process does not include any interaction with the network infrastructure.

Network Provisioning

This process is responsible for the configuration of the network, to ensure that network capacity is ready for provisioning of services. It carries out network provisioning, as required, to fulfil specific service requests, and configuration changes to address network problems.
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Network Inventory Management

This process is responsible for anything to do with physical equipment and the administration of this equipment.  The process is involved in the installation and acceptance of equipment, with the physical configuration of the network, but also with handling of spare parts and the repair process. Software and hardware upgrades are also the responsibility of this process.
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Network Maintenance and Restoration

This process is responsible for maintaining the operational quality of the network, in accordance with the required network performance goals. Network maintenance activities can be preventative (such as scheduled routine maintenance) or corrective. Corrective maintenance can be in response to faults or to indications that problems may be developing (proactive). This process initiates tests, does analysis to determine the cause and impact of problems, and notifies Service Management of possible effects on quality. The process can issue requests for corrective actions.
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Network Data Management

This process is responsible for the collection of usage data and events primarily for the purpose of network performance and traffic analysis and optimisation. This data may also be an input to Billing (Rating and Discounting) processes at the Service Management Layer. The process must provide sufficient and relevant information to verify compliance/non-compliance to Service Level Agreements. However, the Service Level Agreements are not known at the NML. This process must ensure that the Network Performance goals are tracked, and that notification is provided when they are not met (threshold exceeded, performance degradation).  This includes information on capacity, utilisation and traffic.  In some cases, changes in traffic conditions may trigger changes to the network (via Network Provisioning) for the purpose of traffic control e.g. call gapping in case of network congestion. 
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Defining the IRPs

Some wise person once said: “spending enormous amounts to automate everything is as foolish as spending too little on needed automation”. This is a key consideration to have in mind when defining the IRPs for application integration. The previously described “top-down” approach is thus combined with a pragmatic “one step at a time” approach, to reduce the complexity of the related activities and enable a realistic implementation. Each step introduces a set of IRPs, by focusing on automation of one or several end-to-end tasks where interaction between product-specific and generic applications is required. This paper has presented a first set of IRPs.

It is important to stress the danger in applying a “religious” belief in technologies, as these will change over time. Applications need to be future-proof and one fundamental principle for achieving this is to clearly separate information models from technologies for the external interfaces, where the information models are more important than the technology selections.

Thus, the detailed IRP specifications are divided into two main parts, following to the directives from TMF’s SMART TMN:

· Information models specified with an implementation neutral modelling language. The Unified Modelling Language (UML) has been selected, as it is standardised (by the OMG), supported by most OO tools and used in several ongoing standardisation efforts (EEI, CIM, etc.).

· Solution Sets, i.e. mappings of the information models to one or several technologies (CORBA/IDL, SNMP/SMI, CMIP/GDMO, COM/IDL, etc.). Different technology selections may be done for different IRPs.
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