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The current description of Fault Management given in clause 8.5.1, completely based on GSM 12.11, seems to be not appropriate.

The GSM 12.11 was written for the Fault Management of the BSS Network Element within a GSM network. It is based on the ITU-TMN architecture and it is applicable on the interface between the NE and the NE Management layer.  It was structured in a way that it is easily reusable for other systems and this is true if it is reused on the same layers (or equivalent layers within different architectures).

In the UMTS Telecom Management architecture (based on the NMF Telecom Operation Map) that interface is located within the lower layer of Figure-1 and is classified as “technology related”.  Probably for this reason the Element Management layer is not further decomposed in Processes, as for the other superior layers.

Coming back to our point and taking in consideration the referenced  GB910 (reference [20] of TS 32.101), in the context of clause 8.5 the Fault Management should be described as “End-to-End Process Flow” from a  Network and Systems Management layer  point of view. In this way the description of Fault Management can be and must be homogeneous with similar descriptions of Chapter 8.

Looking into GB910, there is a similar function hereafter reported for your information:

Network-Detected Fault/Quality of Service Problem Example

Figure 6.2 shows a possible sequence of activities in response to a network-detected problem. The problem could be non-service affecting because of inherent ‘self healing’ capabilities in the underlying network infrastructure (for example, SONET/SDH networks have some instant redirection capabilities). The service provider’s policy could be to decide on how to repair the problem at the network layer and, subject to ‘no-break in service’, may not even inform the service layer of the event. The figure shows two ways a potential service affecting problem could be identified, i.e., by either an ‘alarm event’ or by synthesis of network data, through network data management. Neither is exclusive. Network data management logically collects and processes both performance and traffic data as well as usage data. The usage data is used as a logical part of the billing process. Most Service Providers are driving their Service Assurance processes to become primarily proactive, meaning triggered by automation rather than triggered by the customer. This is important for improving service quality, customer perception of service and for lowering costs. Customer Care processes have been basically

reactive. The extreme pressure on cost, customer demand for more control and customer demand for more proactive service support are driving a major shift to proactive support through automation. With the advent of Internet access, the goal for processes and automation is now customer interactive support, including giving the customer the ability to see and act on service performance. If the service provided is one of many different joint service type arrangements, the main service provider must interface with other Service Providers or Network Operators to support the service provided.

The above example can be taken in consideration to rework  our clause 8.5.1.  

CONCLUSION: it is proposed to replace 3G TS 32.101 clause 8.5.1 with the following:

Fault Management is accomplished by means of several Processes/Sub-processes like fault detection, fault localization, fault reporting, fault correction, fault repair, etc… These Processes/Sub-processes are located over different management layers, however, most of them (like fault detection, fault correction, fault localization and fault correction) are mainly located over the Network Element and Network Element Management layers, since this underlying network infrastructure has the ‘self healing’ capabilities.

It is possible, however, that some faults/problems affecting the telecom services are detected within the “Network and Systems Management” layer, by correlating the alarm/events (originated by different Network Elements) and correlating network data, through network data management.

Network data management logically collects and processes both performance and traffic data as well as usage data. 

While the fault management triggered within the Network Element and NE Management layers is primarily reactive,  the fault management triggered within the Network and Systems Management layer is primarily proactive, meaning triggered by automation rather than triggered by the customer, and this is important for improving service quality, customer perception of service and for lowering costs.

Focusing on the Network and Systems Management layer, when a fault/problem is detected, no matter where and how, several processes are implicated, as described in the figure below. 





