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Foreword
This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:
1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction and Scope
UE Management provides the network operator with the opportunity to manage and monitor the actual user experience of their subscribers via the remote management of the user equipement. 
UE management over Itf-N provides the ability to minimize the complexibity and reduce the OPEX and CAPEX costs of managing the UE by the ingegrated management capabilities.
UE management over Itf-N provides the capabilites for service provisioning and personalized subscriber profile backup for the UE via DMS, to improve the subscriber satisfaction and thus contribute to subscriber retention.
The UE can provide measurments of the quality of radio network and the actual service being delivered to the user, collection of these measurements via Itf-N can be used by Centralized SON or manual optimization.
This document is to study UE management over Itf-N, including the following aspects:
- Subscriber profile configuration over Itf-N;
- Collection of UE measurements over Itf-N. Includes protocol definition over Itf-N and study of appropriate UE measurements defined in RAN WGs;
- Retrieval of UE measurement logs over Itf-N. Includes file format definition over Itf-N and study of appropriate solutions for measurement logging policy configuration and log retrieval over Itf-N.
To support the UE measurement log collection via Itf-N, this document will study how to support the UE measurement log transfer mechanisms measurement logging policy configuration  and measurement log retrieval by DMS using existing UE management protocol procedures, and identify a suitable protocol from a network management perspective. This document will also study how to do the mapping between the selected protocol and Itf-N.
2
References
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· References are either specific (identified by date of publication and/or edition number or version number) or non‑specific.

· For a specific reference, subsequent revisions do not apply.

· For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TS 32.101: "Telecommunication management; Principles and high level requirements".

[2]
3GPP TS 32.102: "Telecommunication management; Architecture".

[3]
3GPP TS 32.600: "Telecommunication management; Configuration Management (CM); Concept and high-level requirements".
[4]
3GPP TR 36.805: "Technical Specification Group Radio Access Network; Study on Minimization of drive-tests in Next Generation".
[5]
OMA DM 2.0
3
Definitions and abbreviations

3.1
Definitions
For the purposes of the present document, the following definitions apply:
TBD
3.2
Abbreviations
For the purposes of the present document, the following abbreviations apply:

DMS
Device Management Server
MDT
Minimizing Drive Test
4
UE management over Itf-N
4.1
Use Cases
4.1.1
Management aspects of MDT/SON

4.1.1.1
Device management aspect 

Selection of devices participating in data collection
Mobile devices are expected to be used for data collection for MDT and SON purposes.  Mobile devices do not belong to network operators. It is certain that operators’ use of users’ devices for purposes of reducing OPEX will be met with strong public scrutiny. Consequently, devices involvement in data collection for MDT/SON will need to be controlled by the operator according to specific policies, which will need to be configurable on a per-device basis. 

For example, operator may decide to obtain the right to involve in MDT/SON data collection selective users in exchange for a service discount. Or, operator might want to involve in MDT/SON data collection only devices from users who subscribed to a specific service. It is relatively easy to envision various other groups of users who could be selected for participation in MDT/SON efforts (e.g. operator employees, data-only users, users with a particular device model, VIP users etc.). 

In parallel to the above, operator might want to involve only devices that have more than certain amount of battery life and/or storage space remaining, for example more than 75%.  

Similarly, operators might need the ability to configure the intensity at which each device is involved in MDT/SON data collection. For example, some users might be willing to take 20% hit on their battery life, whereas others could take more or less. Or, some users may be willing to participate on weekends only. Or, some users may accept to participate only when they are located inside certain geographic area, e.g. close to their home or office. 

One could also envision that, for privacy/billing or any other reason, operators might need to keep records of which devices were involved in data collection and at what times. 

Device management policy using any combination of the above elements is feasible.

Retrieval of device capabilities and user preferences

UEs terminal used for measurement logging/reporting for MDT shall be able to indicate a set of capabilities which allows the network to carefully select the appropriate devices for specific measurements. Device capabilities might reflect capabilities for log storage and battery capacity, as well as capabilities for logging and reporting specific failures and/or measurements. 

Users may be enaged in selective data collection depending on their preferences. Users may configure their preferences in their profiles. Operator may provide with users capabilities to configure their preferences with respect to the use of their devices for MDT/SON via GUI.

Summary 

OAM is the network entity responsible for configuring policies and retrieving user preferences and profiles. OAM has all the required information to be able to implement policies for device management aspect of MDT/SON described above and/or any other. OAM should also be able to retrieve user preferences and profiles. 

4.1.1.2
Device management aspect of data collection 
According to [1], Section 4, operators must have the ability to configure measurement logging/reporting for MDT independently from RRM tasks. The following considerations must be addressed with respect to the management of data collection for MDT/SON:

Policy-based vs. on-demand (real-time) data collection and reporting 

Logging and reporting of failure-inducing conditions and failure events is the main purpose of data collection using mobile devices. By definition, failures are coupled with the loss of connectivity to the radio network. Also, data collection in idle mode must be possible. Therefore, devices cannot report failure logs to the radio network in real time. Consequently, devices must have a pre-configured policy for data collection and reporting to avoid the need for constant radio connectivity.  

Type of data to be collected

Operator may also need to have the ability to configure which data needs to be collected and when. As explained in section 4.1.1.1, this needs to be doable on a per-user basis. For example, mobile devices might be configured to log failures that they experience most frequently.
Selection of geographic areas inside which the data will be collected 

Operators may want top limit the scope of data collection for MDT/SON to within specific geographic areas. Examples of such scenarios include addressing customer complaints, improving coverage along roads or train lines, ensuring good coverage for special events etc. Since these areas will depend on the user distribution, these areas will not overlap with cell/eNB boundaries. In order to resolve this, the operator might want to configure the devices to autonomnously trigger data collection when they enter certain geographic area. As discussed above, devices can initiate data collection without the need for a connection (e.g. RRC connectivity) with the radio network.
Selection of data collection and reporting times

Certain data related to MDT/SON might be of interest to operators only in certain times. For example, data collection can be configured during busy hour, when the probability of failures is largest, whereas reporting can be configured during off-peak hours to better distribute network load over time. Moreover, peak hours and off-peak hours for different services (e.g. voice, data) might be different.

Summary

Similar to the conclusion in Section 4.1.1.1, the conclusion of this section is that OAM should be able to configure policies for configuration of data collection for MDT/SON purposes, as described above. 

4.1.2
Other aspects of device management related to MDT/SON

4.1.2.1
Simplicity

Device management aspects of MDT/SON discussed in previous sections need to be resolved prior to use of these functionalities in the network. Therefore, the adopted management solution must be easy to standardize in a short period of time so that MDT/SON functionality is available for early network deployments. Otherwise, the benefits of MDT/SON will be greatly diminished.

4.1.2.2
Applicability to multiple RATs

The number of radio access networks operated simultaneously by wireless operators will increase with emergence of LTE. LTE networks are expected to be often deployed in hot-spots in early phases of deployments, creating significant areas along inter-radio access technology boundaries. Network performance in these boundary areas will therefore be of high priority for operators, calling for increased drive test activity. Device management aspects of MDT/SON solution should be addressed in a way that is transparent inter-RAT boundaries.

4.2
Requirements
TBD
4.3
Solutions

4.3.1
eNB involved solution for UE measurement collection
4.3.1.1
General 

The eNB involved architecture is shown in figure X.

[image: image2]
Figure X: eNB involved architecture
4.3.1.2
Definitions

Immediate reporting from UE to eNB:

The UE will report immediately at the end of the collection period the measurements to the connected eNB through RRC whenever UE is in active mode (collection period = reporting period).

Logging and reporting from UE to eNB: 
The UE performs separate measurement collection and reporting. The time interval for measurement collection and reporting can be separately configurable in order to limit the impact on the UE battery consumption and the network signalling load.
4.3.1.3
Operator configured policy

The operator sends the measurement configuration to the eNB, which may include:
1. Evaluation area(s) (e.g. a region, a limited group of cells, one cell)
2. Collection period
3. Collected measurements
4. Reporting triggers (e.g. RSRP < Threshold)  
5. Reporting period
6. Immediate or logging mode configuration.
7. Other constraints like UE/eNB memory usage, UE battery, UE type etc. 
4.3.1.4
Selection of devices participating in data collection
The eNB selects UEs to perform measurement for drive test minimization according to operator’s policy.

The eNB selects suitable UEs to perform measurements and the policy configured by the operator is then transferred to the selected UEs. 

The eNB configures the UE to use “immediate” or ”logging” mode for the UE measurements reporting (see 5.3.2 Definitions). 
4.3.1.5
Data collection from UE to eNB

According to immediate/logging mode configuration, the UE will collect and report the measurements to the connected eNB. 
The measurement reports include time information, location information if available, radio environment measurements.

4.3.1.6
Data collection from eNB to Network Manager through Itf-N

The eNB transmits the measurement reports of drive test minimization to the Network Manager through Itf-N according to preconfigured reporting period. The reports may be compressed by the eNB.

The eNB can make use of the UE measurements for SON or other functionality purpose. In case the eNB does not need to use UE measurements, the eNB will only forward those measurements to OAM.  

5
Architecture of UE management
5.1
Interface for UE measurement collection
5.1.1
Interface A: UE-OAM direct interface (user-plane)

In this architecture the eNB is not involved. A drive test server in the OAM domain can initiate a connection to a UE to request measurements. The UE then performs measurements and establishes a connection to report the results to the server. All communication between server and UE is based on user-plane bearers.

This solution is similar to existing non-standardized product solutions for test UEs reporting through user-plane. 

5.1.2
Interface B: eNB involved (control-plane)
In this architecture the eNB is involved. The eNB can request UEs to make measurements. The UE then performs measurements and reports the results to eNB. The communication between UE and eNB is assumed to be control plane communication. 

The eNB can then be managed by a drive test server in the OAM domain that requests the desired measurements from eNB and that receives measurement results from eNB.
Editor’s Note:  A hybrid architecture which could combine the interface A and interface B could be studied as well.

5.2
Comparison of UE management architectures
5.2.1
Criteria for comparison
The following criteria are applied for comparison of UE management architectures:

· UE measurements data collection in a specific geographical area
· CapEx saving

· OPEX saving

· Over-the-air overhead

· Backhaul overhead
· Reusability of UE measurements

Note: the UE measurements are being defined by RAN2
· Selection of devices participating in MDT
· Retrieval of device capabilities and user preferences

· Non-real-time data collection and reporting

· Ability to configure type of data to be collected per user

· Selection of data collection and reporting times

· Time to market

· Applicability to multiple RATs and backward compatibility with UMTS/GSM

6
Mapping of existing UE management protocols to Itf-N
TBD

6.1
Study of existing protocols for UE management by DMS 
In this section, we discuss the existing management prototols suitable to address device managemet aspects of MDT/SON i.e. configuration of device-specific data collection and reporting policies, device capabilities and user preferences.

6.1.1
Comparison of existing management protocols

Different exisiting management protocols were compared with respect to their use for configuration of data collection and reporting policies. OMA DM was suggested as the preferred option. The main advantages of OMA DM are: 

· existing capabilities for configuration of policies for logging and log reporting and for configuring user preferences

· flexible data model easy to extend

· wide-spread deployment in the UEs

· auto-discovery of DMS and registration

· no need for IP addressability of the UE

· existing relationship between OMA and 3GPP. 

It is recommended to consider OMA DM as the leading candidate for device management protocol for southbound DMS interface.

6.2
Study of the mapping of UE management protocols to Itf-N
6.2.1
Mapping between OMA DM and Itf-N

6.2.1.1
Overview
Figure 1 below depicts thehigh-level view of the mapping function between Itf-N and OMA DM. 
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Figure 1 – Mapping Function between Itf-N and OMA DM

The role of the Mapping Function is twofold:

· Map Interface IRP operations and arguments onto OMA DM operations and arguments (e.g. Add, Replace, Get, Alert) and vice-versa

· Map NRM IRP IOCs for device management onto OMA DM Management Objects (e.g. DiagMon MO)

6.2.2.2
Mapping of Interface IRPs onto OMA DM operations

This mapping aspect would be the most complicated to perform. In order to simplify the task, only a limited number of Interface IRPs and Interface IRP operations would be used and would need to be mapped. Existing IRPs may be re-used in the existing or in a reduced form and/or new IRPs may be defined. The set of used IRPs should satisfy all the needs for policy configuration, which is the essential part of UE management requirements for MDT/SON. On the OMA DM side, the list of basic configuration operations could be limited to Add, Replace, Get and Alert.

6.2.2.3
Mapping of NRM IRP IOCs onto DiagMon MO

In OMA DM, the data straucture for configuring logging mechanisms and policies is contained in the DiagMon Management Object, shown in Figure 2.
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Figure 2 – OMA DM DiagMon management object structure

It would be the simplerst solution to specify a set of NRM IRP IOCs over Itf-N to mimic the same data structure. The mapping would then be straighfroward and simple.

The DiagMon MO might need to be extended to accommodate specific requirements for data collection and reporting policy configuration. OMA allows other SDOs to define extensions to their MOs. The corresponding NRM IRP IOCs could be developed in parallel to the extension of the OMA DM DiagMon MO. SA5 would maintain the specifications of both data models.

6.2.2.4
Summary
Based on the above, it is recommended to study and recommend the mapping between Interface IRPs on the Itf-N and OMA DM operations. A set of existing IRPs to be used and/or a set of new IRPs to be defined should be studied. It is also recommended to study the requirements for a new NRM IRP IOCs to model the data collection and reporting policy parameters and to study the required extension of the OMA DM DiagMon MO to achieve the same goal. The new NRM IRP IOCs should be proposed in such way to maximize the overlap with the OMA DM DiagMon MO. 

7
Conclusions
TBD
Annex A (TBD): 
<---TBD--->
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