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[bookmark: _Toc282078334]Executive Summary

This business agreement document provides requirements and use cases for resource alarm management, i.e., the management of alarms coming from resources. 
In terms of requirements, the concept of a resource alarm is defined (this is basically a static requirement). This is followed by several dynamic requirements in the following areas:
· Alarm notification,
· Alarm handling, i.e., the directives applicable on alarms, like acknowledge…
· Alarm subscription,	
· Alarm retrieval.
The requirements are followed by several use cases that provide non-prescriptive flows in support of the requirements. Each use case is traced back to one or more requirements. Further, requirement – use case traceability matrices are provided. 
The document starts with several “end-to-end” alarm scenarios that cover a subset of the topic of interest in this document. 
This Business Agreement document includes the result of the harmonization work done within TM Forum between OSS/J FM API and MTOSI RTM DDP. 3GPP Alarm IRP has also been carefully considered by the team in order to bring closer the semantics of the 2 models and reduce the integration overhead for Service Providers. 
There is a strong desire from Service Providers to provide a Fault Management interface that can be used in a simple way to do simple alarm reporting while also covering more complex OSS-to-OSS scenarios. The RAM interface should support both and should not add complexity when used in the context of Simple Alarm Reporting. 
1 [bookmark: _Introduction][bookmark: _Toc234660970][bookmark: _Toc282078335]Introduction
1.1 [bookmark: _Toc234660971][bookmark: _Toc282078336]Overview
The TM Forum has given much attention to the evolution of next generation networks and the business and operational support systems needed to manage them. As a result, the NGOSS framework was developed to provide a toolkit of industry-agreed specifications and guidelines that cover key business and technical areas. NGOSS is reinforced by a set of unified open interfaces used between Operations Systems (OSs) for the purpose of network and service management. Many of these interfaces have been developed by individual groups such as OSS/J, mTOP and SLA management teams and may not be in alignment. 
As part of the TM Forum Interface Program (TIP), the Resource & Service Assurance team is focusing on the development of interfaces for resource and service assurance. 
This specific Business Agreement focuses on Resource Alarm Management as it is a key interface where alignment is needed. This alignment work has been done within TM Forum between OSS/J FM API and MTOSI RTM DDP. The team has also attempted to bring closer the alarm semantics by considering carefully the 3GPP Alarm IRP with the end goal of  reducing the integration overhead for Service Providers. 
1.2 [bookmark: _Toc234660972][bookmark: _Toc282078337]Interface Scope
The scope of this project concerns requirements, use cases, information model and a detailed interface specification for resource alarm management. Trouble management (as in trouble ticket) and performance management are out of scope. 

1.3 [bookmark: _Toc234660973][bookmark: _Toc282078338]Document Structure
The following sections are contained in this document:
· Section 1 is the document introduction
· Section 2 defines the business problem description and supported scenarios
· Section 3 covers the project scope and the relationship to other TMF activities
· Section 4 includes all the requirements by category
· Section 5 defines the use cases
· Section 6  traceability matrices between use cases and requirements
· Section 7 outlines future directions
· Section 8 lists references and any Intellectual Property Right (IPR) claims 
· Section 9 contacts, acknowledgements and other administrative items 
1.4 [bookmark: _Toc282078339]Terminology
· Alarm-owning OSS: The OSS owning the alarm list. It corresponds to the server side of the interface or in 3GPP terminology, the IRPAgent
· Requesting OSS: The OSS requesting services over the interface. It corresponds to the client side of the interface or in 3GPP terminology, the IRPManager.
2 [bookmark: _Toc179084088][bookmark: _Toc179084266][bookmark: _Toc179084089][bookmark: _Toc179084267][bookmark: _Business_Problem_Description][bookmark: _Toc234660975][bookmark: _Toc282078340]Business Problem Description

2.1 [bookmark: _Toc234660976][bookmark: _Toc282078341]Problem Statement
Alarm Management is key topic where there is a strong need for standardized interface allowing cost benefits and closer integration between EMS and NMS or across NMSs.   
Two different interfaces exist within TMF Forum, one defined by MTOSI and one defined by OSS/J and 3GPP has defined the Alarm Integration Reference Point (IRP) – TS32-111.
The goal is to align these 3 interfaces into a standardized Alarm Management interface, leveraging the standardized environment, patterns and tooling defined in TIP and using the best practices of both existing interfaces, augmented with some new requirements raised by Service Providers. 
2.2 [bookmark: _Toc234660977][bookmark: _Toc282078342]Supported Business scenarios
This section described the business scenarios that are relevant for this interface. For RAM, given that this is a core interface that is rather low-level, these scenarios are more technical/functional scenarios focusing on alarm management.  
In what follows, a distinction is made between two kinds of alarm handling: simple alarm reporting and alarm processing. It is emphasized that these are only two extreme examples and many intermediate approaches are possible. 
[bookmark: OLE_LINK3][bookmark: OLE_LINK6]A third scenario, called OSS-to-OSS, illustrates the use of the alarm services provided by an NMS by higher level applications. 
2.2.1 [bookmark: _Ref276478175][bookmark: _Ref276478186][bookmark: _Toc282078343]Simple Alarm Reporting
The lifecycle use case for simple alarm reporting is shown on Figure 1.
This use cases has the following steps: 
1. T he Entity (or object) shown in purple on the figure detects a fault based on an indication from an underlying detection point (in light blue). Each detection point is encapsulated in the Entity that is seen as opaque, and is “named” X.a, X.b etc. The detection point “name” (a, b etc) can be seen as a combination of the ProbableCause, the SpecificProblem (or ProbableCause qualifier) and the layer. A detection point type might be RDI (Remote Defect Indication) or LOS (Loss Of Signal). The Entity name can be for instance “PTP.123”. The detection point persists the state.
2. There is no attempt to correlate this fault with other (potentially) related faults. 
3. The entity (or rather its management function) generates an alarm through its change notifier component in response to the fault indication and sends the alarm to the notification service. This management function can be embedded in the NE or part of an EMS. It makes the alarm-owning system as it is the reference for alarms. In order to reduce overhead, the alarm-owning system identifies the alarms based on a unique context (e.g., detection point name, object name, probable cause, probable cause qualifier) and does not generate an object identifier for the alarm. 
4. The notification service applies filters and sends the alarms to interested system (referred to as alarm receiving systems in this use case). 
5. Other than active alarm retrieval for resynchronization, the alarm receiving systems make no requests to the alarm-owning system. 
6. When the fault associated with the alarm is corrected, an alarm clear is generated by the alarm-owning system and sent to the notification service. 
7. The notification service applies filters and sends the alarm clear to other interested systems. 



[bookmark: _Ref259200878][bookmark: _Toc275935353][bookmark: _Toc282078344]Figure 1 Simple Alarm Reporting
This use case maps well to the TAM Resource Fault Mediation, usually supported by an EMS. 
As noted, this is an extreme case and several variations are possible, e.g. 
A. The alarm-owning system could support identification for alarms, i.e. alarm ids. 
B. The alarm-owning system could allow for alarm acknowledgements and un-acknowledgements. In the case of high-volume raw alarms, it may be best to support the acknowledgement and un-acknowledgement of multiple alarms in a single request. 
C. The alarm-owning system could add support for alarm clears (and perhaps unclear) as an extension to Case A above. 
D. Support for alarm commenting could be added to either Case A or to Case B.

2.2.2 [bookmark: _Toc282078345]Alarm Handling/ Processing
The lifecycle use case for complex alarm handling/ processing is shown in Figure 2
1. The alarm-owning system A (EMS or lower level OSS) detects a fault (RDI, Remote Defect Indication) based on an indication from an underlying system (port/PTP X)
2. The alarm-owning NMS system (NMS or higher level OSS) receives this alarm (A.X.RDI) and attempts to correlate this fault with other faults or with an existing root cause fault. It is possible that this newly discovered fault is a root cause itself.  If no correlation, it waits for a while.
3. The alarm owing EMS system B detects 1 fault (LOS, Loss Of Signal) based on indications from the underlying system (port/PTP Y). 
4. The alarm-owning NMS system receives this new alarm (B.Y.LOS) and attempts to correlate them with other faults. As it correlates with A.X.RDI, the alarm-owning NMS system generates a Fiber break alarm in response to the fault indication (B.Y.LOS) and sends the alarm to the notification service. The alarm is given a unique identification. The alarm will indicate whether it is a root cause or if not, reference the root cause if known. The alarm may also provide a list of contributory alarms, i.e., alarms whose existence depends on the existence of the given alarm. In this case, (Z.X.RDI).
5. The notification service applies filters and sends the alarm to interested systems (referred to as alarm receiving systems in this use case). 
6. In addition to active alarm retrieval for resynchronization, the alarm receiving NMS system can actively manage the alarm. In particular, the alarm receiving NMS system may acknowledge/unacknowledged the alarm, clear/unclear the alarm, escalate or de-escalate the priority of an alarm, and comment on the alarm. Alarm lifecycle is per alarm and not per client system. 
7. When the fault associated with the alarm is corrected, an alarm clear is generated by the alarm-owning EMS systems and sent to the notification service. 
8. The notification service applies filters and sends the alarm clear to other interested systems, in this case, the NMS system. 
9. The alarm-owning NMS system applies its own correlation logic on the clearance and on receipt of the clearance of the LOS from EMS system B, it decides to generate an alarm clear for the Fiber Break alarm and send it to the notification service.  
10. The notification service applies filters and sends the Fiber Break alarm clear to other interested systems. 


[bookmark: _Ref259543032][bookmark: _Ref259543013][bookmark: _Toc275935354][bookmark: _Toc282078346]Figure 2 Alarm Handling/ Processing
This use case maps well to the TAM Resource Assurance Management, usually supported by an NMS. 
This use case assumes the creation of a new Resource Alarm as root cause alarm. In this case, the NMS can either forward the alarms coming from the EMSs (RDI, LOS) or suppress them, based on its policy. 
As noted, this is an extreme case and several variations are possible, e.g., 
A. The client might only implement a subset of the alarm handling, i.e. only commenting or clearing alarms. 
B. The NMS might not support correlation and creation of new alarms for correlated information. It might only elect one alarm (e.g. the LOS) as being the root cause.  
C. The Correlation system might be part of the NMS or might be external to it and uses the RAM interface to define the correlation in the NMS. 

2.2.3 [bookmark: _Toc282078347][bookmark: _Ref283883622]OSS-to-OSS scenario
This scenario illustrates the use of the alarm services provided by an NMS by higher level applications. In this example those services are consumed by an end-to-end correlation system. 
The scenario assumes eNodeBs being connected via mobile backhaul to the Serving Gateway (SGW). In the case of an outage at the transport layer (a fibber outage), several eNodeBs can be cut off from the SGW. This outage may result in alarms being generated by EMSs controlling eNodeBs, the SGW and the transport layer. The purpose of alarm correlation is to correlate these alarms in order to distinguish the root cause, indicating the alarm from symptoms detecting alarms. From the RAN and Radio Core perspective, it means root cause analysis. From a transport perspective, service impact calculation. 
Alarm Correlation UC realization assumes leveraging a common network model which will enable automatic realization of this UC, and can also be seen in the context of SON self-healing (self-diagnosing) functions.
The simplified layer modeling is depicted in Figure 3 Simplified layer modeling. A link_ENB_SGW (S1-U) can be modeled as a trail in the RAN-CORE Layer implemented over the transport layers, finally realized on the physical layer (radio line, fiber, wire). A trail can be treated as a black box, or is decomposed down to span connections provided by the lower layer trails. 

[image: ]
[bookmark: _Ref275188130][bookmark: _Toc275935355][bookmark: _Toc282078348]Figure 3 Simplified layer modeling


[bookmark: _Toc282078349]The lifecycle for this use case is shown in Figure 4 OSS-to-OSS scenario.
1. An eNodeB EMS generate alarms indicating that the eNodeB it manages is cut off from the SGW, as for probable cause the link_ENB_SRG  (S1-U:Trail instance) is indicated. This alarm is forwarded to the NMS A. 
2. NMS A forwards it to the correlation system. 
3. A transport EMS generates alarms indicting a fiber outage: The alarm refers to Segment3:Connection instance. This alarm is forwarded to the NMS A. Note: RAM and Transport networks might be handled by separate NMS.  
4. the Alarm correlation function infers that Segment3:Connection, is used by S1-U:Trail as a segment in its path. Having this knowledge, the function can correlate the alarm issued by eNodeB EMS and the transport EMS.  
5. The correlation system decides to create a new high level alarm on trail S1-U for this problem on NMS A. Note that based on the logic and the type of problem, it might be an existing alarm that is selected as potential root cause indication, but for the sake of this scenario, the creation of a new alarm across the interface is assumed. This alarm is marked as potential root cause indication. 
6. The correlation system attaches existing alarms on NMS A as symptoms under the newly created alarm.
7. When the correlation system decides that this problem has been solved, it clears the created top level alarm through the interface. 


[bookmark: _Ref275188783][bookmark: _Toc275935356][bookmark: _Toc282078350]Figure 4 OSS-to-OSS scenario

2.3 [bookmark: _Toc234660978][bookmark: _Toc282078351]Benefits 
The following table summarizes the key elements of this specification and the associated benefits:


	Key Element
	Benefit

	Resource alarm management requirements and use cases
	Can be used to service providers in their RFP and RFIs
Used (internal to this project) to drive the Information Agreement (IA) and Interface Implementation Specification (IIS) work. 

	SID extensions for resource alarm management 
	Linkage to the comprehensive SID model, allowing service providers to build on their existing SID information models in the area of resource alarm management

	Resource alarm management interface
	Can be used by OSS suppliers to provide interoperable resource alarm management products
Provide guidelines for Service Providers and vendors to adhere to
Closer integration between NMSs and with other OSS/BSS systems
Cost benefits of standardized and harmonized interfaces


3 [bookmark: _Project_Scope][bookmark: _Toc234660979][bookmark: _Toc282078352]Relationship to other TMF Groups
3.1.1 [bookmark: _Toc234660980][bookmark: _Toc282078353]Business Process Framework (eTOM)
It is also instructive to note the coverage of this interface with respect to the eTOM processes in GB921_D. It is important to emphasize that the eTOM defines processes and this document covers interfaces. So, the explanation that follows will indicate which of the eTOM processes has interface implications on the interface at hand. 
In general, the area of interest in this document is the eTOM level 2 process known as Resource Trouble Management (RTM). In terms of terminology, it should be noted that this document uses the term “Resource Alarm” to refer to both the actual real world alarm and the object that represents the alarm. The eTOM, however, uses “Trouble Report to reference the trouble in the real world. 
The terminology is further complicated by the fact that the eTOM does not seem to distinguish between Resource alarm and Trouble Tickets. However, the OSS/J Trouble Ticket API and the interface defined in this document do make such a distinction (as do actual products). It is assumed for the purposes of this discussion that the Resource Trouble Report mentioned (but never defined) in the eTOM could be either what is called a Resource Alarm in this document or a Trouble Ticket as defined in the OSS/J Trouble Ticket API. 
Interface implications for the various eTOM level 3 processes with Resource Trouble Management (RTM) are as follows:
· Create Resource Trouble Report – This is mainly an internal process that would not use the RAM interface defined in this document, although the interface allows for explicit creation of alarms. 
· Report Resource Trouble – This process will typically use the RAM interface to announce resource alarms to other interested processes 
· Survey & Analyze Resource Trouble – This is an internal process that would not use the RAM interface defined in this document. This process appears to be out of scope for the RAM interface.
· Localize Resource Trouble – This process is a user of the RAM interface. It will update the resource alarm with its results. 
· Correct & Resolve Resource Trouble – This process is a user of the RAM interface. In particular, this process will be a subscriber to notifications related to resource alarms created by instances of the Create Resource Trouble Report process. 
· Track & Manage Resource Trouble – This process will use the RAM interface to report on status changes to resource alarms, allow resource alarms to be updated (e.g., add a comment or acknowledge a resource alarm) and to accept requests to retrieve resource alarms. 
· Close Resource Trouble Report – This process will use the RAM interface to indicate when a resource alarm has been resolved and closed. 

3.1.2 [bookmark: _Toc234660981][bookmark: _Toc282078354]Information Framework (SID)
This feature addresses the Resource Trouble ABE, under the Resource Domain. An ABE is an Aggregate Business Entity, which is the SID term for a logical and coherent grouping of objects. ABEs are used in the SID to structure information. 
This ABE is a new ABE in SID Phase IX. Information Modeling for this feature will be done with the SID in this ABE. 
Some of the objects used by this features are part of the Trouble or Problem ABE in the Common Business Entities domain, as they are shared with the Service Problem Management feature. 
3.1.3 [bookmark: _Toc234660982][bookmark: _Toc282078355]Application Framework (TAM)
In terms of the TAM 3.0, the project fits the “Resource Assurance Management” and “Resource Domain Management Applications” areas (seeFigure 5). 
[image: TAM Framework Level 1]
[bookmark: _Ref258939230][bookmark: _Toc275935357][bookmark: _Toc282078356]Figure 5 Telecom Application Map (TAM)
The following item from the TAM Resource Domain Management Applications area (see Figure 6) is to be covered:
· Resource Fault Mediation
The following item from the TAM Resource Assurance Management area is to be covered:
· Correlation & Root Cause Analysis Application. This application would be typically a client of this interface.
· Resource Status Monitoring level 2. This application would typically work as a server for this interface at NMS. It might also consume the interface provided by an EMS acting as Resource Fault Mediation. 
[image: 07.0 Resource Management Domain.JPG]
[bookmark: _Ref259201997][bookmark: _Toc275935358][bookmark: _Toc282078357]Figure 6 Telecom Application Map (TAM) Resource Management Domain


3.1.4 [bookmark: _Toc234660983][bookmark: _Toc282078358]Relationship to other TMF Groups

No relationships or dependencies to other TM Forum groups or projects have been identified.
4 [bookmark: _Toc232572765][bookmark: _Toc232580175][bookmark: _Toc232572767][bookmark: _Toc232580177][bookmark: _Toc232572768][bookmark: _Toc232580178][bookmark: _Business_Processes][bookmark: _Requirements][bookmark: _Toc234660984][bookmark: _Toc282078359]Requirements
The business scenario Simple Alarm Reporting defined in 2.2.1 is considered as an important one and the RAM interface should be able to provide it in a simpler manner. Adding support for the other 2 business scenarios should not add complexity in the case that only Simple Alarm Reporting is needed. 
Simple Alarm Reporting has been identified as a profile describing a possible use of the RAM interface. While the document contains requirements and use cases that pertain to all 3 business scenarios, the requirements specific to the Simple Alarm Reporting profile are listed in the business requirement R_TMF_RAM_BA_BR_0041. These requirements have also been highlighted in blue for ease of reviewing. 
4.1 [bookmark: _Business_Requirements][bookmark: _Toc234660985][bookmark: _Toc282078360]Business Requirements
	[bookmark: R_TMF_RAM_BA_BR_0001]R_TMF_RAM_BA_BR_0001
	Alarm Subscription
The Interface shall support subscription to alarm reports based on filtering conditions and the subsequent reporting of alarms to subscribed OSSs.

	Source
	TMF_RAM_BA, Version 1.0



	[bookmark: R_TMF_RAM_BA_BR_0002]R_TMF_RAM_BA_BR_0002
	Alarm Synchronization
The Interface shall support synchronization with respect to the list of active alarms known to the alarm generator OSS (the real up-to-date list) and the alarm subscribers, which might have an out-of-date list.

	Source
	TMF_RAM_BA, Version 1.0



	[bookmark: R_TMF_RAM_BA_BR_0041]R_TMF_RAM_BA_BR_0041
	Simple Alarm Reporting Profile
The RAM interface should allow for a Simple Alarm Reporting profile, covering reporting of alarms and clearance as well as getting the active alarms. 
The following requirements (highlighted in blue) are included in the Simple Alarm Reporting profile: 
· R_TMF_RAM_BA_BR_0001, Alarm Subscription
· R_TMF_RAM_BA_BR_0002, Alarm Synchronization
· R_TMF_RAM_BA_I_0003, Unambiguous Alarm ID
· R_TMF_RAM_BA_I_0004, X.733 Alarm Attributes
· R_TMF_RAM_BA_I_0005, "Managed Object Instance" Attribute Information Structure
· R_TMF_RAM_BA_I_0006, Resource Name Resolution
· R_TMF_RAM_BA_I_0014, Alarm Clearance
· R_TMF_RAM_BA_II_0018, Sending/Receiving Alarms
· R_TMF_RAM_BA_II_0019, New Alarm Notification
· R_TMF_RAM_BA_II_0020, Notification on Alarm Change
· R_TMF_RAM_BA_II_0040, Notification on Alarm Clearance
· R_TMF_RAM_BA_II_0021, Clear Event Transport
· R_TMF_RAM_BA_II_0032, Subscribe to Alarms
· R_TMF_RAM_BA_II_0035, Unsubscribe to Alarms
· R_TMF_RAM_BA_II_0036, Retrieving all active alarms
· G_TMF_RAM_BA_IV_0001, 1 X N Connectivity
· G_TMF_RAM_BA_IV_0002, Extension information
· G_TMF_RAM_BA_IV_0003, Reliable Alarm Communication
· G_TMF_RAM_BA_IV_0006, Re-Synchronization in case of Loss of communications

	Source
	TMF_RAM_BA, Version 1.0



4.2 [bookmark: _Toc232580181][bookmark: _Toc234660986][bookmark: _Toc282078361]Category I: Static and Structural Requirements
This category covers functional and technical requirements of the RAM interface. 
4.2.1 [bookmark: _Toc282078362]General
	[bookmark: R_TMF_RAM_BA_I_0003][bookmark: _Hlk236735778]R_TMF_RAM_BA_I_0003
	Unambiguous Alarm ID
The alarm should have a unique and unambiguous Alarm ID.

	Source
	TMF_RAM_BA, Version 1.0


Note that the alarm-owning system should expose an alarm ID over the interface. It does not imply that alarms are kept as objects within this system. 
The Alarm ID should either be unique within an alarm-owning OSS or only be reused after a very long time. Clients might keep reference to alarm ids and if their lifecycle is not fully synchronized and if alarm ids are recycled, then some operations (ack or grouping) might end up being done on the wrong id.
In case the alarm-owning system is not keeping alarms as objects, the choice of the Alarm ID is implementation specific. It can be a table id, a db id or a string built on the fly from alarm information as shown in Figure 7. For example, this field can be constructed by concatenating the ManagedObject identifier, the ProbableCause, the SpecificProblem (or ProbableCause qualifier), the event time and the layer if applicable. 
In case the alarm-owning system is keeping alarms as objects, its internal alarm id can be used as identifier across the interface, assuming it provides the criteria identified in the requirement above.


[bookmark: _Ref259201933][bookmark: _Toc275935359][bookmark: _Toc282078363]Figure 7 Alarm Handling building ID on the fly
	[bookmark: R_TMF_RAM_BA_I_0004][bookmark: _Hlk236794617]R_TMF_RAM_BA_I_0004
	X.733 Alarm Attributes
The Alarm must contain structured information according to the X.733 specification 
The following attributes are needed:
· Managed Object class
· Managed Object instance
· Event type
· Event time
· Probable Cause
· Specific Problems
· Perceived Severity
· Threshold information
· Notification identifier
· Correlated Notifications
· Proposed Repair Action
· Additional Text
· Additional Info

	Source
	TMF_RAM_BA, Version 1.0



	[bookmark: R_TMF_RAM_BA_I_0005]R_TMF_RAM_BA_I_0005
	"Managed Object Instance" Attribute Information Structure
The information in the “managed object” attribute of the Alarm must allow a clear and unambiguous identification of the component (HW or SW), which is the originator of the Alarm.

	Source
	TMF_RAM_BA, Version 1.0


Example: The Event/Alarm originator is “Port26”. There might be more than one Network Element which has a Port26 in the Network. So there is a need to add some kind of very simple topology information to identify the NE which Port26 belongs to (e.g. this could be like this: “Port26;Block22;MSC53”).

	[bookmark: R_TMF_RAM_BA_I_0006]R_TMF_RAM_BA_I_0006
	R_TMF_RAM_BA_I_0014The client OSS shall not be required to access to an external inventory to be understand the name and type of the resource on which the alarm applies (i.e. ManagedObject instance).

	Source
	TMF_RAM_BA, Version 1.0



	[bookmark: R_TMF_RAM_BA_I_0007][bookmark: _Hlk237247247]R_TMF_RAM_BA_I_0007
	[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Settable Severity
The Perceived Severity shall be settable through the interface.

	Source
	TMF_RAM_BA, Version 1.0


It can also be set internally by the alarm-owning system. 

4.2.2 [bookmark: _Toc282078364]Correlation
	[bookmark: R_TMF_RAM_BA_I_0008]R_TMF_RAM_BA_I_0008
	Alarm Correlation
An alarm can be correlated to one or more underlying alarms.

	Source
	TMF_RAM_BA, Version 1.0


There might be multiple levels of alarm correlation and an underlying alarm in one relation can be itself a parent alarm for other underlying alarms. 

	[bookmark: R_TMF_RAM_BA_I_0009]R_TMF_RAM_BA_I_0009
	Fault Symptom
A fault can have one or more symptoms. Each symptom can be reported by an alarm.

	Source
	TMF_RAM_BA, Version 1.0



	[bookmark: R_TMF_RAM_BA_I_0010]R_TMF_RAM_BA_I_0010
	Contributory Alarms
A fault can have one or more contributory alarms. These alarms are generated as a consequence of the problem. They are not sufficient by themselves to identify a fault.

	Source
	TMF_RAM_BA, Version 1.0



	[bookmark: R_TMF_RAM_BA_I_0011]R_TMF_RAM_BA_I_0011
	Potential Root Cause Indication
A fault has typically one root cause, but identifying the true root cause of a fault might be difficult. However, with the scope of an alarm-owning OSS, it might possible to identify a potential root cause indication that might be useful for client OSSs.  
The Interface shall allow an alarm-owning OSS to indicate if an alarm is a potential root cause alarm indication.

	Source
	TMF_RAM_BA, Version 1.0


See section OSS-to-OSS scenario as illustration of this requirement. 
In this example, the NMS receives a LOS alarm from EMS B that is the symptom of the problem.  The NMS chooses to create a new Root Cause alarm, FiberBreak, which might be on a different Managed Object. The symptom is the Loss of Signal (LOS) coming from EMS B and is attached to this new alarm and the contributory alarm is the RDI alarm from the EMS A. 
An alarm processing system might choose to make a symptom alarm the root cause or to create a new root cause alarm on a different Managed Object as in the example above and attach the symptom alarm to it. 
If the NMS has chosen to make the LOS alarm coming from EMS B the Root Cause alarm, then there won’t be any symptom attached as it is already the RC. Contributory alarm RDI can still be attached to this RC alarm. 
4.2.3 [bookmark: _Toc282078365]Tracking
	[bookmark: R_TMF_RAM_BA_I_0012]R_TMF_RAM_BA_I_0012
	Tracking info for action
When an action (ack, clear, comment…) is done on an alarm, information identifying the user doing the action, the system from which the action is done and the time of the action shall be tracked and kept in the alarm.

	Source
	TMF_RAM_BA, Version 1.0


[bookmark: OLE_LINK4][bookmark: OLE_LINK5]When an operator is doing the action (ack, clear, comment…) from the user interface (e.g. the NMS GUI), it is recommended to create also a tracking record so that these operations could also be reflected over the interface. 
	[bookmark: R_TMF_RAM_BA_I_0013]R_TMF_RAM_BA_I_0013
	Alarm Escalation
It shall be possible to escalate an alarm and the alarm will track the escalation. Several levels of escalation are possible showing increasing levels of escalation.

	Source
	TMF_RAM_BA, Version 1.0


This capability is more commonly used in the OSS-to-OSS scenario.

	[bookmark: R_TMF_RAM_BA_I_0014]R_TMF_RAM_BA_I_0014
	Alarm Clearance
The alarm-owning system must support the alarm clearance. 
The clearance of an alarm can be unambiguously mapped to the related alarm. 

Clearance of the correlated (symptom or contributory) alarms does not imply clearance of the parent alarm.
The time when the alarm was cleared shall be available across the interface, if the alarm is kept in the alarm list.

	Source
	TMF_RAM_BA, Version 1.0


The alarm-owning system must support the alarm clearance in all cases and the generation of the Clear event, even if it does not support the Clear directive. 
Support for the acknowledgement is optional. 
It is not possible to remove an alarm from the alarm list if it is not either
· Cleared and acknowledged, if the alarm-owning system support both statuses,
· Cleared if the alarm-owning system does not support the acknowledgement.
This means that in all cases, the alarm cannot be removed from the alarm list if the Clear event has not been sent. 
In case the alarm-owning OSS does not natively provide clearance for alarms, like for some TCA cases, then it is up to the interface glue code to generate this clearance. For instance, based on the use of a timer. 

	[bookmark: R_TMF_RAM_BA_I_0015]R_TMF_RAM_BA_I_0015
	Ack Status

	Source
	TMF_RAM_BA, Version 1.0


Support for the acknowledgement status is optional in case the alarm-owning system does not maintain alarms as objects.  In this case, the acknowledgement status always has a value of unack. 

	[bookmark: R_TMF_RAM_BA_I_0016]R_TMF_RAM_BA_I_0016
	Comments
The alarm can include comments.
Information identifying the user entering the comment, the system from which the comment is entered and the time of the action shall be part of the comment.

	Source
	TMF_RAM_BA, Version 1.0



4.2.4 [bookmark: _Toc282078366]Misc
	[bookmark: R_TMF_RAM_BA_I_0017]R_TMF_RAM_BA_I_0017
	[bookmark: OLE_LINK8][bookmark: OLE_LINK9]Planned Outage
The alarm shall include a planned outage indication.  It indicates that the object associated with an alarm is in planned outage (in planned maintenance, or out-of-service). This might also be used when an equipment is being commissioned to avoid the alarms propagating to other FM systems.

	Source
	TMF_RAM_BA, Version 1.0


It is up to the alarm-owning system to generate or not notifications for alarms corresponding to objects in planned outage.  For queries, the client can specify this attribute or not when doing a query. 

4.3 [bookmark: _Toc234660987][bookmark: _Toc282078367]Category II: Normal Sequences, Dynamic Requirements
4.3.1 [bookmark: _Toc282078368]Alarm Notification
	[bookmark: R_TMF_RAM_BA_II_0018]R_TMF_RAM_BA_II_0018
	Sending/Receiving Alarms
It must be possible to send/notify (Server) and receive/listen to (Client) Alarms.
The alarm-owning system will be the one sending/notifying alarms, acting as a server. 
The alarm receiving system will be the one receiving/listening to alarms, acting as client.  

	Source
	TMF_RAM_BA, Version 1.0



	[bookmark: R_TMF_RAM_BA_II_0019]R_TMF_RAM_BA_II_0019
	New Alarm Notification
The Interface shall support the sending of an Alarm Notification when an alarm has been created or an alarm condition has been detected.

	Source
	TMF_RAM_BA, Version 1.0



	[bookmark: R_TMF_RAM_BA_II_0020]R_TMF_RAM_BA_II_0020
	Notification on Alarm Change
The Interface shall support the sending of Attribute Value Change notification when an alarm has been updated. The following modifications shall be reportable:
· addition of comments
· update of attributes

	Source
	TMF_RAM_BA, Version 1.0


The above requirement on update of attributes only applies to alarms treated as objects and not to alarms treated inside the alarm-owning system as notifications. In the latter case, updates are not supported. 

	[bookmark: R_TMF_RAM_BA_II_0039]R_TMF_RAM_BA_II_0039
	Notification on Alarm Acknowledgement
The Interface shall support the sending of a notification when an alarm has been acknowledged or un-acknowledged. 

	Source
	TMF_RAM_BA, Version 1.0




	[bookmark: R_TMF_RAM_BA_II_0040]R_TMF_RAM_BA_II_0040
	Notification on Alarm Clearance
The Interface shall support the sending of a notification when an alarm has been cleared.

	Source
	TMF_RAM_BA, Version 1.0





	[bookmark: R_TMF_RAM_BA_II_0021]R_TMF_RAM_BA_II_0021
	Clear Event Transport 
The interface shall support the sending of Clear events. 

	Source
	TMF_RAM_BA, Version 1.0



4.3.2 [bookmark: _Toc282078369]Alarm Handling
	[bookmark: R_TMF_RAM_BA_II_0022]R_TMF_RAM_BA_II_0022
	Alarm Creation
The Interface shall allow one OSS to create one or more alarm(s) on another OSS.

	Source
	TMF_RAM_BA, Version 1.0


This capability is more commonly used in the OSS-to-OSS case. Any alarm-owning OSS (EMS or NMS) can create internally alarms in its alarm list. This capability only refers to the creation of alarms across the interface.

	[bookmark: R_TMF_RAM_BA_II_0023]R_TMF_RAM_BA_II_0023
	Alarm Update
The interface shall allow one OSS to update an alarm generated by another OSS. This is possible for all settable attributes.

	Source
	TMF_RAM_BA, Version 1.0



	[bookmark: R_TMF_RAM_BA_II_0024]R_TMF_RAM_BA_II_0024
	Comment an Alarm
The interface shall allow an OSS to add a comment to an alarm generated by another OSS.

	Source
	TMF_RAM_BA, Version 1.0



	[bookmark: R_TMF_RAM_BA_II_0025]R_TMF_RAM_BA_II_0025
	Change Alarm Correlation
The interface shall allow an OSS to request a change in the underlying alarms of a parent alarm from another OSS. This covers adding a new correlation (symptom or contributory) or removing one.

	Source
	TMF_RAM_BA, Version 1.0



	[bookmark: R_TMF_RAM_BA_II_0026]R_TMF_RAM_BA_II_0026
	Change Potential Root Cause Indication
The Interface shall allow an OSS to request a change to the diagnosis of a potential root cause in the  alarm-owning OSS.
If accepted by the alarm-owning system, this is subsequently reported as an Attribute Value Change event to other OSSs that have subscribed to such events.

	Source
	TMF_RAM_BA, Version 1.0



	[bookmark: R_TMF_RAM_BA_II_0027]R_TMF_RAM_BA_II_0027
	Clearing an Alarm
The Interface shall allow an OSS to clear an alarm generated by another OSS.

	Source
	TMF_RAM_BA, Version 1.0




	[bookmark: R_TMF_RAM_BA_II_0029]R_TMF_RAM_BA_II_0029
	Acknowledge an Alarm
The Interface shall allow an OSS to acknowledge an alarm generated by another OSS.

	Source
	TMF_RAM_BA, Version 1.0


Acknowledging an alarm does not imply propagation of the acknowledgement to underlying alarms. This behavior is implementation specific.

	[bookmark: R_TMF_RAM_BA_II_0030]R_TMF_RAM_BA_II_0030
	UnAcknowledge an Alarm
The Interface shall allow an OSS to un-acknowledge an alarm generated by another OSS.

	Source
	TMF_RAM_BA, Version 1.0



	[bookmark: R_TMF_RAM_BA_II_0031]R_TMF_RAM_BA_II_0031
	Alarm State Transition
An instance of an alarm entity must follow the state transition diagram shown in the Figure 8.

	Source
	TMF_RAM_BA, Version 1.0


Note: Any of the state transitions in the diagram can also happen as the result of an internal decision of the OSS that owns the alarm and in such cases, would not involve an interface operation but could involve a subsequent transition notification.
In case the alarm-owning system does not support acknowledgement, only the right part of the diagram will be used. Note that (delete) indicates the internal delete operation done by the alarm-owning system and is not modeled across the interface.


[bookmark: _Ref240451802][bookmark: _Ref240451795][bookmark: _Toc275935360][bookmark: _Toc282078370]Figure 8 Alarm Instance state transition diagram

4.3.3 [bookmark: _Toc282078371]Alarm Administration
	[bookmark: R_TMF_RAM_BA_II_0032]R_TMF_RAM_BA_II_0032
	Subscribe to Alarms
The Interface shall allow an OSS to subscribe to the alarms generated by other OSSs. This subscription includes State Changes and Attribute Value Changes that can be generated by the alarm-owning OSS.

	Source
	TMF_RAM_BA, Version 1.0



	[bookmark: R_TMF_RAM_BA_II_0033]R_TMF_RAM_BA_II_0033
	Filter Alarm Subscription
The Interface shall allow an OSS to apply a filter to its subscription for alarms from another OSS. In particular, alarms can be filtered based on any set of alarm attributes.

	Source
	TMF_RAM_BA, Version 1.0



	[bookmark: R_TMF_RAM_BA_II_0034]R_TMF_RAM_BA_II_0034
	Modify an Alarm Filter
The interface shall allow an OSS to modify a filter with regard to a successful previous subscription for alarms.
It can include adding or removing a filtering criteria.

	Source
	TMF_RAM_BA, Version 1.0


This requirement might depend on the middleware support for changing notifications.
 
	[bookmark: R_TMF_RAM_BA_II_0035]R_TMF_RAM_BA_II_0035
	Unsubscribe to Alarms
The Interface shall allow an OSS to unsubscribe from the alarms generated by another OSS.

	Source
	TMF_RAM_BA, Version 1.0



4.3.4 [bookmark: _Toc282078372]Alarm Retrieval
	[bookmark: R_TMF_RAM_BA_II_0036]R_TMF_RAM_BA_II_0036
	Retrieving all active alarms
The Interface shall allow an OSS to request the alarm-owning OSS to retrieve all active alarms (not cleared or not acknowledged) present on the alarm-owning OSS. 

	Source
	TMF_RAM_BA, Version 1.0


Retrieving all alarm only return the active alarms from the alarm list. Are excluded the alarms that are: 
· Cleared and acknowledged, if the alarm-owning system support both statuses,
· Cleared if the alarm-owning system does not support the acknowledgement.
Note that it is possible to get these alarms using a filtered alarm retrieval with the filter defined on the clear and ack status. 

	[bookmark: R_TMF_RAM_BA_II_0037]R_TMF_RAM_BA_II_0037
	Filtered Alarm Retrieval
The Interface shall support requests to retrieve alarms of an alarm-owning OSS. 
The request shall be able to filter on any set of alarm attributes.

	Source
	TMF_RAM_BA, Version 1.0



	[bookmark: R_TMF_RAM_BA_II_0038]R_TMF_RAM_BA_II_0038
	[bookmark: OLE_LINK16][bookmark: OLE_LINK17]Alarm Count
The interface shall support requests to retrieve the count of alarms of an alarm-owning OSS. 
The request shall be able to filter on any set of alarm attributes.

	Source
	TMF_RAM_BA, Version 1.0



4.4 [bookmark: _Toc179084098][bookmark: _Toc179084276][bookmark: _Toc234660988][bookmark: _Toc282078373]Category III: Abnormal or Exception Conditions, Dynamic Requirements
None specific to this interface.
General exception conditions provided by the TIP Framework are applicable to this interface. 

4.5 [bookmark: _Toc232580185][bookmark: _Toc234660989][bookmark: _Toc282078374]Category IV: Expectations and Non-Functional Requirements
The items in this section are not formal requirements but guidelines for the alarm implementations.

	[bookmark: G_TMF_RAM_BA_IV_0001]G_TMF_RAM_BA_IV_0001
	1 X N Connectivity
An alarm client interface might be connected to several alarm-owning systems. (1 X N)

	Source
	TMF_RAM_BA, Version 1.0



	[bookmark: G_TMF_RAM_BA_IV_0002]G_TMF_RAM_BA_IV_0002
	Extension information
The interface should allow for extension information to be carried across, as an extension of the alarm.  
It can be vendor specific information or implementation specific information.

	Source
	TMF_RAM_BA, Version 1.0



	[bookmark: G_TMF_RAM_BA_IV_0003]G_TMF_RAM_BA_IV_0003
	Reliable Alarm Communication
The alarm-owning system shall buffer Event/Alarms for 30 minutes for normal alarms and 4 hours for Root Cause alarms if they cannot be sent to the alarm receiving system having a valid subscription.
The alarm-owning system shall send Event/Alarms immediately as soon as the connectivity to the alarm receiving system is up again. 
If the time without connection or the volume of alarms that can be stored is exceeded, then the alarm-owning system shall flush its buffer, but shall let the alarm receiving system know about this by a specific notification (Alarm Loss Occurred Notification) as soon as the connectivity to the alarm receiving system is up again.  
Description: The main intention of this requirement is, to ensure that no Event/Alarm is lost, when NMS goes down (caused by NMS problems or by maintenance work) or when the connection goes down.

	Source
	TMF_RAM_BA, Version 1.0


Note that the above requirement is likely to require a reliable communication infrastructure.

	[bookmark: G_TMF_RAM_BA_IV_0004]G_TMF_RAM_BA_IV_0004
	Alarm Loss Indication
The Interface shall allow an alarm-owning OSS to inform the subscribing OSSs about the status of event forwarding and whether lifecycle events and/or alarms have been discarded.
This concerns event and/or alarm loss within the alarm-owning OSS itself not related to the notification service.

	Source
	TMF_RAM_BA, Version 1.0


Event loss indication will be handled directly by TIP Framework and should not be modeled by the interfaces. 

	[bookmark: G_TMF_RAM_BA_IV_0005]G_TMF_RAM_BA_IV_0005
	End of Alarm Loss Indication
With regard to G_TMF_RAM_BA_IV_0004, the alarm-owning OSS shall inform the subscribing OSSs when the alarm loss situation is over, i.e., when alarms are no longer being discarded by the alarm-owning OSS.

	Source
	TMF_RAM_BA, Version 1.0


End of event loss indication will be handled directly by TIP Framework and should not be modeled by the interfaces. 
This End of Alarm Loss Indication can be considered by the client as an indication to resynchronize with the alarm-owning system. 

	[bookmark: G_TMF_RAM_BA_IV_0006]G_TMF_RAM_BA_IV_0006
	Re-Synchronization in case of Loss of communications
When a non reliable communication infrastructure is used or when the client received an Alarm Loss Occurred notification, the alarm client must be able to synchronize its own Alarm-list with the alarm-owning systems.  This can be done using the standard query mechanism to get all active alarms.

	Source
	TMF_RAM_BA, Version 1.0





4.6 [bookmark: _Toc232580187][bookmark: _Toc234660990][bookmark: _Toc282078375]Category V: System Administration Requirements
None specific to this interface.

5 [bookmark: _Use_Cases][bookmark: _Toc234660991][bookmark: _Toc282078376]Use Cases

This document does not contain detailed (operation-level) exceptions since such exceptions are most properly defined along with the operations in the associated IA.
The use cases related to the Simple Alarm Reporting profile are indicated by a traceability pointer to the business requirement R_TMF_RAM_BA_BR_0041. These use cases have also be highlighted in blue for ease of reviewing. 

5.1 [bookmark: _Toc282078377]Alarm Notification
	[bookmark: UC_TMF_RAM_BA_0001]Use Case Id
	UC_TMF_RAM_BA_0001

	Use Case Name
	Send a New Alarm Notification

	Summary
	The alarm-owning OSS issues an Alarm notification when an Alarm has been created either through a Create alarm operation or through some internal operation. 
Subscribers OSS receives this notification

	Actor(s)
	The alarm-owning OSS

	Pre-Conditions
	1. The OSSs involved in the use case have started.
2. The subscriber has successfully executed use case UC_TMF_RAM_BA_0014 or use case UC_TMF_RAM_BA_0015 to subscribe for notifications.

	Begins When
	The alarm-owning OSS has created an Alarm.

	Description
	1. The alarm-owning OSS issues an Alarm Notification for the newly created alarm.  A filter may be applied during the publication. (Refer to use case UC_TMF_RAM_BA_0019).

Note: depending on the profile, the notification can be directly handled by the subscriber or served by a notification service, like a JMS bus.
2. The subscriber OSS receives the Alarm notification.

	Ends When
	In case of success:
The subscriber OSS has received the Alarm notification within a time as agreed by the client and the server. 
In case of failure:
The subscriber OSS has not received the Alarm notification within a time as agreed by the client and the server. 
Note: The definition of this “time” is outside the scope of this specification, i.e., it is an implementation issue.

	Post-Conditions
	In case of success:
The Alarm information between alarm-owning OSS and the alarm receiving OSS is consistent for this alarm.
In case of failure:
The subscriber OSS is not aware of the new Alarm. Alarm information between the alarm-owning OSS and the alarm receiving OSS is not consistent.

	Exceptions
	Exceptions are not defined at this stage. They will be added during the implementation phase.

	Traceability
	R_TMF_RAM_BA_II_0018 , R_TMF_RAM_BA_II_0019 , R_TMF_RAM_BA_II_0020 , R_TMF_RAM_BA_II_0021 , R_TMF_RAM_BA_BR_0041



	[bookmark: UC_TMF_RAM_BA_0002]Use Case Id
	UC_TMF_RAM_BA_0002

	[bookmark: _Hlk240769652]Use Case Name
	Send Notification on Alarm Change

	Summary
	The alarm-owning OSS sends an Attribute Value Change (AVC) notification when an alarm has been updated, either through an interface operation or internally. The following modifications shall be reportable:
· addition of comments
· update of attributes
· change in correlation
Note: The alarm-owning system produces AVC notifications on update of attributes only when alarms treated as objects and not to alarms treated inside the alarm-owning system as notifications. In the latter case, updates are not supported. 

	Actor(s)
	The alarm-owning OSS

	Pre-Conditions
	1. The OSSs involved in the use case have started.
2. The subscriber has successfully executed use case UC_TMF_RAM_BA_0014 or use case UC_TMF_RAM_BA_0015 to subscribe for notifications.

	Begins When
	The alarm-owning OSS has updated an Alarm

	Description
	1. The alarm-owning OSS generates an Attribute Value Change notification(s) and publishes them. A filter may be applied during the publication. (Refer to use case: UC_TMF_RAM_BA_0019).
Note: Depending on the profile, the notification can be directly sent to the subscriber OSSs or delivered to the subscriber OSSs through a notification service, like a JMS bus.
2. Depending on the profile, the subscribers OSSs (or alternatively, the notification service) receive the notification.

	Ends When
	In case of success:
The subscriber OSSs have received the notification within a time as agreed by the client and the server.  
In case of failure:
Some of the subscriber OSSs has not received the notification within a time as agreed by the client and the server. 
Note: The definition of this “time” is outside the scope of this specification, i.e., it is an implementation issue.

	Post-Conditions
	In case of success:
The Alarm information between alarm-owning OSS and the subscriber OSSs is consistent for the alarm being changed.
In case of failure:
The subscriber OSS which has not received the notification is   not aware of the change. Alarm information between the alarm-owning OSS and the subscriber OSS is not consistent.

	Exceptions
	Exceptions are not defined at this stage. They will be added during the implementation phase.

	Traceability
	R_TMF_RAM_BA_II_0020



	[bookmark: UC_TMF_RAM_BA_0003]Use Case Id
	UC_TMF_RAM_BA_0003

	Use Case Name
	Send Notification on Ack Change

	Summary
	The alarm-owning OSS (generates and) sends an Ack Change notification when the acknowledgement state of an alarm has been updated, either through an interface operation or internally. 

	Actor(s)
	The alarm-owning OSS

	Pre-Conditions
	1. The OSSs involved in the use case have started.
2. The subscriber has successfully executed use case UC_TMF_RAM_BA_0014 or use case UC_TMF_RAM_BA_0015 to subscribe for notifications.

	Begins When
	The alarm-owning OSS has acknowledged or un-acknowledged an Alarm

	Description
	1. The alarm-owning OSS generates a Ack Change notification from the Alarm and publishes the notification to the subscribers OSSs. A filter can be applied during the publication. (refer to use case: UC_TMF_RAM_BA_0019)
Note: Depending on the profile, the notification can be directly sent to the subscriber OSSs or delivered to the subscriber OSSs through a notification service, like a JMS bus.
2. Depending on the profile, the subscribers OSSs (or alternatively, the notification service) receive the notification.

	Ends When
	In case of success:
The subscribers OSSs have received the notification within a time as agreed by the client and the server.  
In case of failure:
Some of the subscribers OSSs have not received the notification within a time as agreed by the client and the server. 
Note: The definition of this “time” is outside the scope of this specification, i.e., it is an implementation issue.

	Post-Conditions
	In case of success:
The Alarm information between alarm-owning OSS and the subscriber OSSs is consistent for the alarm modified.
In case of failure:
The subscriber OSS which has not received the notification is not aware of the ack state change. Alarm information between the alarm-owning OSS and the subscriber OSS is not consistent.

	Exceptions
	Exceptions are not defined at this stage. They will be added during the implementation phase.

	Traceability
	R_TMF_RAM_BA_II_0039



	[bookmark: UC_TMF_RAM_BA_0022]Use Case Id
	UC_TMF_RAM_BA_0022

	Use Case Name
	Send Notification on Alarm Clearance

	Summary
	The alarm-owning OSS (generates and) sends a ClearAlarm notification when the alarm has been cleared, either through an interface operation or internally.

	Actor(s)
	The alarm-owning OSS

	Pre-Conditions
	3. The OSSs involved in the use case have started.
The subscriber has successfully executed use case UC_TMF_RAM_BA_0014 or use case UC_TMF_RAM_BA_0015 to subscribe for notifications.

	Begins When
	An alarm is being cleared. 

	Description
	1. The alarm-owning OSS generates a ClearAlarm  notification from the Alarm and publishes the notification to the subscribers OSSs. A filter can be applied during the publication. (refer to use case: UC_TMF_RAM_BA_0019)
Note: Depending on the profile, the notification can be directly sent to the subscriber OSSs or delivered to the subscriber OSSs through a notification service, like a JMS bus.
Depending on the profile, the subscribers OSSs (or alternatively, the notification service) receive the notification.

	Ends When
	In case of success:
The subscribers OSSs have received the notification within a time as agreed by the client and the server.  
In case of failure:
Some of the subscribers OSSs have not received the notification within a time as agreed by the client and the server. 
Note: The definition of this “time” is outside the scope of this specification, i.e., it is an implementation issue.

	Post-Conditions
	In case of success:
The Alarm information between alarm-owning OSS and the subscriber OSSs is consistent for the alarm modified.
In case of failure:
The subscriber OSS which has not received the notification is not aware of the alarm clearance. Alarm information between the alarm-owning OSS and the subscriber OSS is not consistent.

	Exceptions
	Exceptions are not defined at this stage. They will be added during the implementation phase.

	Traceability
	R_TMF_RAM_BA_II_0040 , R_TMF_RAM_BA_II_0021 , R_TMF_RAM_BA_BR_0041
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	[bookmark: UC_TMF_RAM_BA_0004]Use Case Id
	UC_TMF_RAM_BA_0004

	Use Case Name
	Create An Alarm

	Summary
	The requesting OSS sends an Alarm Creation request to the alarm-owning OSS. The alarm-owning OSS creates a new alarm, sends a direct response to the requesting OSS, and notifies the subscriber OSSs, if any (refer to use case UC_TMF_RAM_BA_0001).

	Actor(s)
	The requesting OSS

	Pre-Conditions
	The OSSs involved in the use case have started.

	Begins When
	The requesting OSS sends a request to the alarm-owning OSS to create a new alarm

	Description
	1. The requesting OSS sends a request to the alarm-owning OSS to create a new alarm.
2. The alarm-owning OSS validates the request.
3. The alarm-owning OSS creates an Alarm.

Note: It is up to the alarm-owning system to keep alarms as objects or not.
Note: The Alarm must contain structured information according to the requirement R_TMF_RAM_BA_I_0004. The Alarm and its attributes  are further qualified in the following requirements:
R_TMF_RAM_BA_I_0003
R_TMF_RAM_BA_I_0005
R_TMF_RAM_BA_I_0006
R_TMF_RAM_BA_I_0008
R_TMF_RAM_BA_I_0009
R_TMF_RAM_BA_I_0010
R_TMF_RAM_BA_I_0011
R_TMF_RAM_BA_I_0012
R_TMF_RAM_BA_I_0013
R_TMF_RAM_BA_I_0014
R_TMF_RAM_BA_I_0015
R_TMF_RAM_BA_I_0016
R_TMF_RAM_BA_I_0017

4. If tracking information is provided in the request, the alarm-owning system will use it to update the alarm accordingly. 
5. The requesting OSS gets a direct response for the request which indicates that the new Alarm has been created. The alarm is given a unique identification and the response contains this identification (alarm ID).
6. The alarm-owning OSS executes the use case (Send New Alarm Notification: UC_TMF_RAM_BA_0001) that is, to generate an Alarm notification and send it to all of the subscriber OSSs.
7. All of the subscriber OSSs receive the notification.

	Ends When
	In case of success:
The requesting OSS has got the direct response for the creation request.
In case of failure:
The requesting OSS has received an exception.

	Post-Conditions
	In case of success:
A new Alarm is now known to the alarm-owning OSS, and the Alarm information in the requesting OSSs and the alarm-owning OSS is in consistent.
In case of failure:
If the request failed, no alarm is created on the alarm-owning OSS and there will be no New Alarm notification sent by the alarm-owning OSS.

	Exceptions
	Exceptions are not defined at this stage. They will be added during the implementation phase.

	Traceability
	R_TMF_RAM_BA_I_0003 , R_TMF_RAM_BA_I_0004 , R_TMF_RAM_BA_I_0005 , R_TMF_RAM_BA_I_0006 , R_TMF_RAM_BA_I_0008 , R_TMF_RAM_BA_I_0009 , R_TMF_RAM_BA_I_0010 , R_TMF_RAM_BA_I_0011 , R_TMF_RAM_BA_I_0012 , R_TMF_RAM_BA_I_0013 , R_TMF_RAM_BA_I_0014 , R_TMF_RAM_BA_I_0015 , R_TMF_RAM_BA_I_0016 , R_TMF_RAM_BA_I_0017 , R_TMF_RAM_BA_II_0022 , R_TMF_RAM_BA_II_0019 , R_TMF_RAM_BA_II_0031



	[bookmark: UC_TMF_RAM_BA_0005]Use Case Id
	UC_TMF_RAM_BA_0005

	Use Case Name
	Update An Alarm

	Summary
	The requesting OSS sends an Alarm Update request to the alarm-owning OSS. The alarm-owning OSS updates the referred alarm, sends a direct response to the requesting OSS, and notifies the subscriber OSSs, if any (refer to use case UC_TMF_RAM_BA_0002).
Note: In the use case, to update an alarm means to update attributes of the alarm. According to comment in R_TMF_RAM_BA_II_0020, the use case is not supported when alarms are treated inside alarm-owning system as notifications.

	Actor(s)
	The requesting OSS

	Pre-Conditions
	The OSSs involved in the use case have started

	Begins When
	The requesting OSS sends an update request to the alarm-owning OSS

	Description
	1. The requesting OSS sends a request to update an Alarm that is owned by the alarm-owning OSS. The update is possible for all settable attributes.
2. The alarm-owning OSS validates the request.
3. The alarm-owning OSS updates the Alarm according to the request.
4. If tracking information is provided in the request, the alarm-owning system will use it to update the alarm accordingly. 
5. The requesting OSS gets a direct response to the request which indicates that the Alarm has been updated.
6. The alarm-owning OSS executes the use case UC_TMF_RAM_BA_0002, that is, to generate an AVC notification for the updated alarm and send it to the subscriber OSSs.
7. All subscriber OSSs receive the AVC notification.

	Ends When
	In case of success:
The requesting OSS has got the response for the update request.
In case of failure:
The requesting OSS receives an exception. 

	Post-Conditions
	In case of success:
The alarm-owning OSS is now aware of the new attribute values for the Alarm. The Alarm information in the requesting OSS and the alarm-owning OSS is in consistent. 
In case of failure:
If the request failed, the alarm has not been updated and no AVC notification will be sent out by the alarm-owning OSS.

	Exceptions
	Exceptions are not defined at this stage. They will be added during the implementation phase.

	Traceability
	R_TMF_RAM_BA_I_0012 , R_TMF_RAM_BA_I_0007 , R_TMF_RAM_BA_II_0020 , R_TMF_RAM_BA_II_0023



	[bookmark: UC_TMF_RAM_BA_0006]Use Case Id
	UC_TMF_RAM_BA_0006

	Use Case Name
	Escalate An Alarm

	Summary
	The requesting OSS forwards the Alarm escalation level change request to the alarm-owning OSS. The alarm-owning OSS updates escalation level of the referred Alarm, sends a direct response to the requesting OSS, and notifies the subscriber OSSs, if any (refer to use case UC_TMF_RAM_BA_0002).

	Actor(s)
	The requesting OSS

	Pre-Conditions
	The OSSs involved in the use case have started

	Begins When
	The requesting OSS sends a escalation level change request to the alarm-owning OSS

	Description
	1. The requesting OSS sends a request to set the escalation level of an Alarm in the alarm-owning OSS 
2. The alarm-owning OSS validates the request.
3. The alarm-owning OSS sets the value of the escalation level on the Alarm. 
4. If tracking information is provided in the request, the alarm-owning system will use it to update the alarm accordingly. 
5. The alarm-owning OSS gives the requesting OSS a direct response which indicates that the escalation level has been changed.
6. The alarm-owning OSS executes the use case UC_TMF_RAM_BA_0002, that is, generates an AVC notification for the updated alarm and sends to all subscribed OSSs.
7. All subscriber OSSs have received the AVC notification.

	Ends When
	In case of success:
The requesting OSS has got the response for the escalation level change request,
In case of failure:
             The requesting OSS receives an exception.

	Post-Conditions
	In case of success:
The Alarm now has a new escalation level in the alarm-owning OSS, and the Alarm information in the requesting OSSs and the alarm-owning OSS is in consistent.
In case of failure:
If the request failed, then the escalation level of the Alarm has not been changed and no AVC notification will be sent by the alarm-owning OSS

	Exceptions
	Exceptions are not defined at this stage. They will be added during the implementation phase.

	Traceability
	R_TMF_RAM_BA_I_0012 , R_TMF_RAM_BA_I_0013 , R_TMF_RAM_BA_II_0020 , R_TMF_RAM_BA_II_0023



	[bookmark: UC_TMF_RAM_BA_0007]Use Case Id
	UC_TMF_RAM_BA_0007

	Use Case Name
	Comment An Alarm

	Summary
	The requesting OSS sends an Alarm comment request to the alarm-owning OSS. The alarm-owning OSS adds a comment to the Alarm, sends a direct response to the requesting OSS, and notifies the subscriber OSSs, if any (refer to use case UC_TMF_RAM_BA_0002).

	Actor(s)
	The requesting OSS

	Pre-Conditions
	The OSSs involved in the use case have started.

	Begins When
	The requesting OSS sends a comment request to the alarm-owning OSS

	Description
	1. The requesting OSS sends a request to comment an Alarm in the alarm-owning OSS. 
2. The alarm-owning OSS validates the request.
3. The alarm-owning OSS comments the Alarm according to the argument provided. 
4. If tracking information is provided in the request, the alarm-owning system will use it to update the alarm accordingly. 
5. The requesting OSS gets a direct response to the request which indicates that the Alarm has been commented, i.e., a comment has been added to the Alarm.
6. The alarm-owning OSS executes the use case UC_TMF_RAM_BA_0002, that is, to generate an AVC notification for the commented alarm and sends it to all of the subscriber OSSs. 
7. All subscriber OSSs receive the AVC notification.

	Ends When
	In case of success:
The requesting OSS has got the response for the comment request.
In case of failure:
             The requesting OSS receives an exception.

	Post-Conditions
	In case of success:
A comment has been added to the Alarm in the target OSS, and the Alarm information in the requesting OSSs and the alarm-owning OSS is in consistent.
In case of failure:
If the request failed, then the comments of the Alarm have not change and no AVC notification will be sent by the alarm-owning OSS.

	Exceptions
	Exceptions are not defined at this stage. They will be added during the implementation phase.

	Traceability
	R_TMF_RAM_BA_I_0012 , R_TMF_RAM_BA_I_0016 , R_TMF_RAM_BA_II_0020 , R_TMF_RAM_BA_II_0024



	[bookmark: UC_TMF_RAM_BA_0008]Use Case Id
	UC_TMF_RAM_BA_0008

	Use Case Name
	Change Alarm Correlation (Group/ Ungroup Alarms)

	Summary
	The requesting OSS requests a change in the underlying alarms on an alarm owned by an alarm-owning OSS. This change covers adding a new correlation (symptom or contributory, i.e. grouping the 2 alarms) or removing one (i.e. ungrouping the 2 alarms). The alarm-owning OSS performs the correlation change, sends a direct response to the requesting OSS, and notifies the subscriber OSSs, if any (refer to use case UC_TMF_RAM_BA_0002).
Note: This use case might be done in conjunction with the use case UC_TMF_RAM_BA_0009.

	Actor(s)
	The requesting OSS

	Pre-Conditions
	The OSSs involved in the use case have started.

	Begins When
	The requesting OSS sends a correlation change request to the alarm-owning OSS

	Description
	1. The requesting OSS sends a request to group 2 alarms together (as symptom or contributory) or to ungroup 2 alarms in the alarm-owning OSS.
2. The alarm-owning OSS validates the request.
3. The alarm-owning OSS adds the new correlations or removes them on the parent and underlying Alarms, as requested. 
4. If tracking information is provided in the request, the alarm-owning system will use it to update the alarm accordingly. 
5. The requesting OSS gets a direct response to the request which indicates that the alarm grouping/ungrouping has been changed.
6. The alarm-owning OSS executes the use case UC_TMF_RAM_BA_0002, that is, to generate AVC notifications for the alarms changed and delivers them to all the subscribed OSSs. 
7. All subscriber OSSs receive these notifications.

	Ends When
	In case of success:
The requesting OSS has gotten the response concerning the change of correlation.
In case of failure:
             The requesting OSS receives an exception.

	Post-Conditions
	In case of success:
The Alarm has a new correlation (for addition a new correlation) or no longer has an old correlation (for removing an old correlation) in the alarm-owning OSS. 
In case of failure:
If the request failed, the correlation of the Alarm has no change and will no update notification sent out by the alarm-owning OSS.

	Exceptions
	Exceptions are not defined at this stage. They will be added during the implementation phase.

	Traceability
	R_TMF_RAM_BA_I_0008 , R_TMF_RAM_BA_I_0009 , R_TMF_RAM_BA_I_0010 , R_TMF_RAM_BA_I_0012 , R_TMF_RAM_BA_II_0020 , R_TMF_RAM_BA_II_0025



	[bookmark: UC_TMF_RAM_BA_0009]Use Case Id
	UC_TMF_RAM_BA_0009

	Use Case Name
	Change Potential Root Cause Indication

	Summary
	The requesting OSS requests a change to the diagnosis of a potential root cause in the alarm-owning OSS. That is, the referred alarm will be indicated as a potential root cause alarm (it was not before the request) or the referred alarm will not be indicated as a potential root cause alarm (it was before the request).
The alarm-owning OSS changes potential root cause indication, sends a direct response to the requesting OSS, and notifies the subscriber OSSs, if any (refer to use case UC_TMF_RAM_BA_0002).
Note: This use case might be done in conjunction with the use case UC_TMF_RAM_BA_0008.

	Actor(s)
	The requesting OSS

	Pre-Conditions
	The OSSs involved in the use case have started.

	Begins When
	The requesting OSS sends a root cause indication change request to the alarm-owning OSS

	Description
	1. The requesting OSS sends a request to change root cause indication on an Alarm in the alarm-owning OSS.
2. The alarm-owning OSS validates the request.
3. The alarm-owning OSS indicates the referred alarm is a root cause alarm (it was not before the request) or no longer indicates the referred alarm be a root cause alarm (it was before the request).
4. If tracking information is provided in the request, the alarm-owning system will use it to update the alarm accordingly. 
5. The requesting OSS gets a direct response to the request which shows that the root cause indication of the Alarm has been changed.
6. The alarm-owning OSS executes the use case UC_TMF_RAM_BA_0002, that is, to generate AVC notification(s) and delivers to all the subscriber OSSs. 
7. All subscriber OSSs receive the AVC notification(s).

	Ends When
	In case of success:
The requesting OSS has got the response concerning the change of root cause indication.
In case of failure:
             The requesting OSS receives an exception.

	Post-Conditions
	In case of success:
In the alarm-owning OSS, the Alarm is indicated as a root cause as required or no longer be indicated as a root cause as required.
In case of failure:
If the request failed, the root cause indication of the Alarm has not changed and will no update notification sent out by the alarm-owning OSS.

	Exceptions
	Exceptions are not defined at this stage. They will be added during the implementation phase.

	Traceability
	R_TMF_RAM_BA_I_0011 , R_TMF_RAM_BA_I_0012 , R_TMF_RAM_BA_II_0020 , R_TMF_RAM_BA_II_0026



	[bookmark: UC_TMF_RAM_BA_0010]Use Case Id
	UC_TMF_RAM_BA_0010

	Use Case Name
	Clear An Alarm

	Summary
	The requesting OSS sends an Alarm Clear request to the alarm-owning OSS. The alarm-owning OSS clears the referred alarm, sends a direct response to the requesting OSS, and notifies the subscriber OSSs (refer to use case UC_TMF_RAM_BA_0003).
Note: this action is idempotent. This action will provide the same result whether the alarm is UnCleared or Cleared already. 
Note: An alarm-owning OSS may immediately delete an alarm if it is both cleared and acknowledged. The decision or not to remove a cleared and acknowledged alarm from the alarm list is implementation specific and left to the alarm-owning OSS. When a cleared and acknowledged alarm has not yet been deleted, it may be possible to unclear it (or unacknowledged it). If the alarm-owning system does not support acknowledgement, then the alarm-owning OSS might delete the alarm as soon as it is cleared.

	Actor(s)
	The requesting OSS

	Pre-Conditions
	1. The OSSs involved in the use case have started.

	Begins When
	The requesting OSS sends an Alarm clear request to the alarm-owning OSS

	Description
	1. The requesting OSS sends a request to clear an Alarm owned by the alarm-owning OSS. 
1. The alarm-owning OSS validates the request. 
2. The alarm-owning OSS clears the Alarm according to the request. The clear status of the Alarm is updated to “cleared”.
3. If tracking information is provided in the request, the alarm-owning system will use it to update the alarm accordingly. 
4. The requesting OSS gets a direct response to the request which indicates that the Alarm has been cleared.
5. The alarm-owning OSS executes the use case UC_TMF_RAM_BA_0003, that is, to generate a State Change (SC) notification for the cleared alarm and send it to all the subscriber OSSs.
6. All subscriber OSSs receive the SC notification.

	Ends When
	In case of success:
The requesting OSS has got the response for the clear request.
In case of failure:
The requesting OSS receives an exception.

	Post-Conditions
	In case of success:
The clear status of the Alarm is “cleared”.
In case of failure:
If the request failed, then the clearance status of the Alarm has no change and (in case of the alarm-owning system supports Alarm Clear event) will no notification sent out by the alarm-owning OSS.

	Exceptions
	Exceptions are not defined at this stage. They will be added during the implementation phase.

	Traceability
	R_TMF_RAM_BA_I_0012 , R_TMF_RAM_BA_I_0014 , R_TMF_RAM_BA_II_0021 , R_TMF_RAM_BA_II_0031, R_TMF_RAM_BA_II_0027




	[bookmark: UC_TMF_RAM_BA_0012]Use Case Id
	UC_TMF_RAM_BA_0012

	Use Case Name
	Acknowledge An Alarm

	Summary
	The requesting OSS forwards the Alarm Acknowledgment request to the alarm-owning OSS.  The alarm-owning OSS acknowledges the referred alarm, sends a direct response to the requesting OSS, and notifies the subscriber OSSs, if any (use case UC_TMF_RAM_BA_0003).
Note: this operation may not be supported by OSSs handling alarms as notifications. 
Note: this action is idempotent. This action will provide the same result whether the alarm is Acknowledged or UnAcknowledged already. 
Note: Acknowledging an Alarm does not imply propagation of the acknowledgement to underlying alarms. This behavior is implementation specific.
Note: An alarm-owning OSS may immediately delete an alarm if it is both cleared and acknowledged. The decision or not to remove a cleared and acknowledged alarm from the alarm list is implementation specific and left to the alarm-owning OSS. When a cleared and acknowledged alarm has not yet been deleted, it may be possible to unclear it (or unacknowledged it).

	Actor(s)
	The requesting OSS

	Pre-Conditions
	The OSSs involved in the use case have started.

	Begins When
	The requesting OSS sends an Alarm acknowledgement request to the alarm-owning OSS 

	Description
	1. The requesting OSS sends an Alarm Acknowledgement request to the alarm-owning OSS.
2. The alarm-owning OSS validates the request. 
3. The alarm-owning OSS acknowledges the Alarm. The Alarm is updated as “Acknowledged” in the alarm-owning OSS. 
4. If tracking information is provided in the request, the alarm-owning system will use it to update the alarm accordingly. 
5. The requesting OSS gets a direct response which indicates that the Alarm has been acknowledged.
6. The alarm-owning OSS executes the use case UC_TMF_RAM_BA_0003, that is, to generate a State Change (SC) notification for the acknowledged alarm and send it to all the subscriber OSSs.
7. All subscriber OSS receive the SC notification.

	Ends When
	In case of success:
The requesting OSS has got the response for the acknowledge request.
In case of failure:
The requesting OSS receives an exception

	Post-Conditions
	In case of success:
The ack status of the Alarm is ’Acknowledged’ in the alarm-owning OSS. 
In case of failure:
If the request failed, then the ack status of the Alarm has no change and will no SC notification sent out by the alarm-owning OSS.

	Exceptions
	Exceptions are not defined at this stage. They will be added during the implementation phase.

	Traceability
	R_TMF_RAM_BA_I_0012 , R_TMF_RAM_BA_I_0015 , R_TMF_RAM_BA_II_0020 , R_TMF_RAM_BA_II_0028 , R_TMF_RAM_BA_II_0031 



	[bookmark: UC_TMF_RAM_BA_0013]Use Case Id
	UC_TMF_RAM_BA_0013

	Use Case Name
	UnAcknowledge An Alarm

	Summary
	The requesting OSS forwards the Alarm UnAcknowledgement request to the alarm-owning OSS. The alarm-owning OSS un-acknowledges the referred alarm, sends a direct response to the requesting OSS, and notifies the subscriber OSSs, if any (use case UC_TMF_RAM_BA_0003).
Note: this operation may not be supported by OSSs handling alarms as notifications. 
Note: this action is idempotent. This action will provide the same result whether the alarm is Acknowledged or UnAcknowledged already. 
Note: An alarm-owning OSS may immediately delete an alarm if it is both cleared and acknowledged. The decision or not to remove a cleared and acknowledged alarm from the alarm list is implementation specific and left to the alarm-owning OSS. When a cleared and acknowledged alarm has not yet been deleted, it may be possible to unclear it (or unacknowledg it).

	Actor(s)
	The requesting OSS

	Pre-Conditions
	The OSSs involved in the use case have started.

	Begins When
	The requesting OSS tries to un-acknowledge an Alarm in the alarm-owning OSS

	Description
	1. The requesting OSS issues an Alarm UnAcknowledge request to un-acknowledge an Alarm in the alarm-owning OSS.
2. The alarm-owning OSS validates the request. 
3. The alarm-owning OSS un-acknowledges the Alarm, and the Alarm is updated as “UnAcknowledged” in the alarm-owning OSS. 
4. If tracking information is provided in the request, the alarm-owning system will use it to update the alarm accordingly. 
5. The requesting OSS gets a direct response to the request which indicates that the Alarm has been un-acknowledged.
6. The alarm-owning OSS executes the use case UC_TMF_RAM_BA_0003, that is, to generate a State Change (SC) notification for the unacknowledged alarm and send it to all the subscriber OSSs.
7. All subscriber OSSs receive the SC notification.

	Ends When
	In case of success:
The requesting OSS has got the response for the un-acknowledge request.
In case of failure:
The requesting OSS receives an exception.

	Post-Conditions
	In case of success:
The ack status of the Alarm is ‘UnAcknowledged’ in the alarm-owning OSS. 
In case of failure:
If the request failed, then the ack status of the Alarm has no change and will no notification sent out.

	Exceptions
	Exceptions are not defined at this stage. They will be added during the implementation phase.

	Traceability
	R_TMF_RAM_BA_I_0012 , R_TMF_RAM_BA_I_0015 , R_TMF_RAM_BA_II_0020 , R_TMF_RAM_BA_II_0029 , R_TMF_RAM_BA_II_0030 , R_TMF_RAM_BA_II_0031
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	[bookmark: UC_TMF_RAM_BA_0014]Use Case Id
	UC_TMF_RAM_BA_0014

	Use Case Name
	Subscribe To Alarms

	Summary
	An OSS subscribes to an alarm-owning OSS to receive Alarm notifications generated by the alarm-owning OSS.

	Actor(s)
	The subscriber OSS

	Pre-Conditions
	The OSSs involved in the use case have started

	Begins When
	The subscriber OSS sends a request to register itself for receiving Alarms generated by the alarm-owning OSS

	Description
	1. The subscriber OSS subscribes to Alarms.

Note: depending on the profile, the request can be directly handled by the alarm-owning system or served by a notification service, like a JMS bus. 
2. Depending on the profile, the alarm-owning OSS (or alternatively the notification service) receives the request, set up the subscription if needed and sends a response.
3. The subscriber OSS receives the subscription response.

	Ends When
	In case of success:
The subscriber OSS receives a positive response for the subscription request.
In case of failure:
The subscriber OSS gets an error indication for the subscription request.

	Post-Conditions
	In case of success:
The subscriber OSS can receive Alarm notifications published by the alarm-owning OSS.
In case of failure:
The Subscriber OSS cannot receive Alarm notifications published by the alarm-owning OSS.

	Exceptions
	Exceptions are not defined at this stage. They will be added during the implementation phase.

	Traceability
	R_TMF_RAM_BA_BR_0001 , R_TMF_RAM_BA_II_0032 , R_TMF_RAM_BA_BR_0041



	[bookmark: UC_TMF_RAM_BA_0015]Use Case Id
	UC_TMF_RAM_BA_0015

	Use Case Name
	Alarm Subscription using a filter

	Summary
	An OSS subscribes to an alarm-owning OSS to receive Alarms generated by the OSS, applying a filter to the subscription.

	Actor(s)
	The subscriber OSS

	Pre-Conditions
	The OSSs involved in the use case have started

	Begins When
	The subscriber OSS sends a request for receiving some subset of Alarm notifications generated by the alarm-owning OSS. The subset is defined by the specified filter.

	Description
	1. The subscriber OSS subscribes to Alarms with a filter.

Note: depending on the profile, the request can be directly handled by the alarm-owning system or served by a notification service, like a JMS bus. 
Note: Alarm notifications can be filtered based on any set of Alarm attributes.
2. Depending on the profile, the alarm-owning OSS (or alternatively, the notification service) receives the request, set up the subscription with the filter and sends a response. 
3. The subscriber OSS receives the subscription response.

	Ends When
	In case of success:
The subscriber OSS receives a positive response for the subscription request.
In case of failure:
The subscriber OSS gets an error indication for the subscription request.

	Post-Conditions
	In case of success:
The specified filter is working and the subscriber OSS can receive filtered Alarm notifications published by the alarm-owning OSS.
In case of failure:
The subscriber OSS cannot receive Alarm notifications published by the alarm-owning OSS. 

	Exceptions
	Exceptions are not defined at this stage. They will be added during the implementation phase.

	Traceability
	R_TMF_RAM_BA_BR_0001 , R_TMF_RAM_BA_II_0033



	[bookmark: UC_TMF_RAM_BA_0016]Use Case Id
	UC_TMF_RAM_BA_0016

	Use Case Name
	Add/Modify/Remove an Alarm Filter

	Summary
	A subscriber OSS issues a  request to add/modify/remove a filter with regard to a successful previous subscription of Alarms generated by an alarm-owning OSS
Note: This use case might depend on middleware support for changing notifications.

	Actor(s)
	The subscriber OSS

	Pre-Conditions
	1. The OSSs involved in the use case have started
2. The subscriber has successfully executed use case UC_TMF_RAM_BA_0015 if modifying or removing a filter , that is, successfully subscribed Alarm notifications from the alarm-owning OSS and the filter is successfully enabled 
3. The subscriber has successfully executed use case UC_TMF_RAM_BA_0014 if adding a filter.

	Begins When
	The subscriber OSS sends a request for adding/modifying/removing the filter of its subscription.

	Description
	1. The subscriber OSS sends a request for adding/modifying/removing the filter of its subscription.

Note: depending on the profile, the request can be directly handled by the alarm-owning system or served by a notification service, like a JMS bus.
2. Depending on the profile, the alarm-owning OSS (or alternatively the notification service) receives the request, adds/modifies/removes the filter if supported and sends a response. 
3. The subscriber OSS receives the response.

	Ends When
	In case of success:
The subscriber OSS receives a positive response for the request.
In case of failure:
The subscriber OSS gets an error indication for the request.

	Post-Conditions
	In case of success:
The filter is added/modified/removed and the subscriber OSS can receive Alarm notifications published by the alarm-owning OSS according to the filter set. 
In case of failure:
The filter is not added/modified/removed. The Subscriber OSS can receive Alarm notifications which published by the alarm-owning OSS and are compliant with the filter enabled before the request if any.

	Exceptions
	Exceptions are not defined at this stage. They will be added during the implementation phase.

	Traceability
	R_TMF_RAM_BA_II_0034



	[bookmark: UC_TMF_RAM_BA_0017]Use Case Id
	UC_TMF_RAM_BA_0017

	Use Case Name
	Unsubscribe to Alarms

	Summary
	A subscriber OSS sends an unsubscribe request to unsubscribe from Alarm notifications generated by an alarm-owning OSS

	Actor(s)
	The subscriber OSS

	Pre-Conditions
	The OSSs involved in the use case have started

	Begins When
	The subscriber OSS sends a request to unsubscribe itself for Alarm notifications generated by the alarm-owning OSS.

	Description
	1. The subscriber OSS sends an unsubscribe request.
Note: depending on the profile, the request can be directly handled by the alarm-owning system or served by a notification service, like a JMS bus.
Note: in case the subscriber OSS was not subscribed, the behavior would be implementation specific.
2. Depending on the profile, the alarm-owning OSS (or alternatively, the notification service) receives the request, remove the subscription and send a response. 
3. The subscriber OSS receives the unsubscribe response.

	Ends When
	In case of success:
The subscriber OSS receives a positive acknowledgement to the unsubscribe request.
In case of failure:
The notification service returns an error.

	Post-Conditions
	In case of success:
The subscriber OSS receives a positive acknowledgement to the unsubscribe request and the subscription is removed. The subscriber OSS will no longer receive Alarm notifications published by the alarm-owning OSS unless it re-subscribes.
In case of failure:
The subscriber OSS receives a negative acknowledgement to the unsubscribe request and the subscription remains intact.

	Exceptions
	Exceptions are not defined at this stage. They will be added during the implementation phase.

	Traceability
	R_TMF_RAM_BA_BR_0001 , R_TMF_RAM_BA_II_0035 , R_TMF_RAM_BA_BR_0041









5.4 [bookmark: _Toc233022629][bookmark: _Toc245542290][bookmark: _Toc245542630][bookmark: _Toc245542769][bookmark: _Toc282078380]Alarm Retrieval

	[bookmark: UC_TMF_RAM_BA_0018]Use Case Id
	UC_TMF_RAM_BA_0018

	Use Case Name
	Retrieve All Active Alarms

	Summary
	The requesting OSS sends a request to retrieve all active Alarms present on the alarm-owning OSS. The alarm-owning OSS returns the Alarms.

	Actor(s)
	The requesting OSS

	Pre-Conditions
	The OSSs involved in the use case have started.

	Begins When
	The requesting OSS sends a request to the alarm-owning OSS to retrieve all active Alarms, i.e. alarms that are not cleared (or acknowledged and cleared).

	Description
	1. The requesting OSS sends a request to the alarm-owning OSS to retrieve all active Alarms. 
2. The alarm-owning OSS validates the request.
3. The alarm-owning OSS prepares the list of all active alarms and returns it.
4. The requesting OSS receives the alarms list.

	Ends When
	In case of success:
The requesting OSS has retrieved all active alarms.
In case of failure:
The requesting OSS receives an exception.

	Post-Conditions
	In case of success:
The requesting OSS has all active alarms from the alarm-owning OSS.
In case of failure:
The requesting OSS does not have the requested active alarms list from the alarm-owning OSS.

	Exceptions
	Exceptions are not defined at this stage. They will be added during the implementation phase.

	Traceability
	R_TMF_RAM_BA_BR_0002 , R_TMF_RAM_BA_II_0036 , R_TMF_RAM_BA_BR_0041



	[bookmark: UC_TMF_RAM_BA_0019]Use Case Id
	UC_TMF_RAM_BA_0019

	Use Case Name
	Filtered Alarm Retrieval

	Summary
	The requesting OSS retrieves Alarms present on the alarm-owning OSS, using a filter. The filter can be on any set of Alarm attributes. The alarm-owning OSS returns the filtered Alarms.

	Actor(s)
	The requesting OSS

	Pre-Conditions
	The OSSs involved in the use case have started.

	Begins When
	The requesting OSS sends a retrieval request to the alarm-owning OSS to retrieve Alarms, using a filter.

	Description
	1. The requesting OSS sends an Alarm retrieval request to the alarm-owning OSS. The request contains filter criteria on Alarms.
Note: The request shall be able to filter on any set of Alarm attributes. 
2. The alarm-owning OSS validates the request and associated filter.
3. The alarm-owning OSS prepares the list of Alarms which meet the filter criteria and returns it.
Note: if the result of the request is an empty list, the alarm-owning system will just return an empty response. The client should interpret it as no alarm matching the filter. 
4. The requesting OSS receives the Alarms list.

	Ends When
	In case of success:
The requesting OSS has retrieved the list of Alarms which meet the filter criteria.
In case of failure:
The requesting OSS receives an exception.

	Post-Conditions
	In case of success:
The requesting OSS has all the requested Alarms from the alarm-owning OSS.
In case of failure:
The requesting OSS does not have the requested Alarms list from the alarm-owning OSS.

	Exceptions
	Exceptions are not defined at this stage. They will be added during the implementation phase.

	Traceability
	R_TMF_RAM_BA_II_0037



	[bookmark: UC_TMF_RAM_BA_0020]Use Case Id
	UC_TMF_RAM_BA_0020

	Use Case Name
	Retrieve Alarm(s) by ids

	Summary
	The requesting OSS retrieves Alarms which are present in the alarm-owning OSS and identified by the ids. The alarm-owning OSS returns these Alarms.
Note: the ids are the ones used across the interface. It does not depend on the fact the alarm-owning system is keeping alarms as objects or not. If it does, then there might be a direct mapping between the id across the interface and the internal id managed by the alarm-owning system.  If it does not, the id constructed by the alarm-owning system should allow it to retrieve the alarms when stored as notifications. 

	Actor(s)
	The requesting OSS

	Pre-Conditions
	The OSSs involved in the use case have started.

	Begins When
	The requesting OSS sends a retrieval request to the alarm-owning OSS to retrieve Alarms identified by the ids.

	Description
	1. The requesting OSS sends an Alarm retrieval request to the alarm-owning OSS. The request contains a set of Alarm ids. 
2. The alarm-owning OSS validates the request.
3. The alarm-owning OSS prepares the list of Alarms which identified by the ids and returns it.
Note: If an id in the request does not identify any Alarm, the alarm-owning OSS will just ignore that id and do a best effort. The client should understand that it means that the alarm-owning system does not know this alarm anymore. 
4. The requesting OSS receives the Alarms list.

	Ends When
	In case of success:
The requesting OSS has retrieved the list of Alarms which identified by the ids.
In case of failure:
The requesting OSS receives an exception.

	Post-Conditions
	In case of success:
The requesting OSS has all the requested Alarms from the alarm-owning OSS.
In case of failure:
The requesting OSS does not have the requested Alarms list from the alarm-owning OSS.

	Exceptions
	Exceptions are not defined at this stage. They will be added during the implementation phase.

	Traceability
	R_TMF_RAM_BA_I_0003 , R_TMF_RAM_BA_II_0037



	[bookmark: UC_TMF_RAM_BA_0021]Use Case Id
	UC_TMF_RAM_BA_0021

	Use Case Name
	Count Alarms

	Summary
	The requesting OSS requests the count of Alarms meeting the filter criteria from the alarm-owning OSS. The alarm-owning OSS returns the count.

	Actor(s)
	The requesting OSS

	Pre-Conditions
	The OSSs involved in the use case have started.

	Begins When
	The requesting OSS sends a request to the alarm-owning OSS to count Alarms.

	Description
	1. The requesting OSS sends a request to the alarm-owning OSS to count Alarms.
Note: The request shall be able to filter on any set of Alarm attributes.
2. The alarm-owning OSS validates the request and the filter.
3. The alarm owing OSS counts the Alarm meeting filter and returns the number.
4. The requesting OSS receives the number.

	Ends When
	In case of success:
The requesting OSS has got the number of Alarms meeting the specified filter.
In case of failure:
              The requesting OSS receives an exception.

	Post-Conditions
	In case of success:
The requesting OSS has the number of Alarms meeting the specified filter from the alarm-owning OSS.
In case of failure:
The requesting OSS does not have the number of Alarms meeting the specified filter from the alarm owing OSS.

	Exceptions
	Exceptions are not defined at this stage. They will be added during the implementation phase.

	Traceability
	R_TMF_RAM_BA_II_0038



6 [bookmark: _Toc179084103][bookmark: _Toc179084281][bookmark: _Traceability_Matrices][bookmark: _Toc234660992][bookmark: _Toc282078381]Traceability Matrices

6.1 [bookmark: _Toc234660993][bookmark: _Toc282078382]Use Case – Requirements Matrix
{You MUST start with the UCs Matrix by using the createUCsMatrix button)
	Use Case Id
	Use Case Name
	Requirements

	UC_TMF_RAM_BA_0001
	Send a New Alarm Notification
	R_TMF_RAM_BA_II_0018 , R_TMF_RAM_BA_II_0019 , R_TMF_RAM_BA_II_0020 , R_TMF_RAM_BA_II_0021 , R_TMF_RAM_BA_BR_0041

	UC_TMF_RAM_BA_0002
	Send Notification on Alarm Change
	R_TMF_RAM_BA_II_0020

	UC_TMF_RAM_BA_0003
	Send Notification on Ack Change
	R_TMF_RAM_BA_II_0039

	UC_TMF_RAM_BA_0004
	Create An Alarm
	R_TMF_RAM_BA_I_0003 , R_TMF_RAM_BA_I_0004 , R_TMF_RAM_BA_I_0005 , R_TMF_RAM_BA_I_0006 , R_TMF_RAM_BA_I_0008 , R_TMF_RAM_BA_I_0009 , R_TMF_RAM_BA_I_0010 , R_TMF_RAM_BA_I_0011 , R_TMF_RAM_BA_I_0012 , R_TMF_RAM_BA_I_0013 , R_TMF_RAM_BA_I_0014 , R_TMF_RAM_BA_I_0015 , R_TMF_RAM_BA_I_0016 , R_TMF_RAM_BA_I_0017 , R_TMF_RAM_BA_II_0022 , R_TMF_RAM_BA_II_0019 , R_TMF_RAM_BA_II_0031

	UC_TMF_RAM_BA_0005
	Update An Alarm
	R_TMF_RAM_BA_I_0012 , R_TMF_RAM_BA_I_0007 , R_TMF_RAM_BA_II_0020 , R_TMF_RAM_BA_II_0023

	UC_TMF_RAM_BA_0006
	Escalate An Alarm
	R_TMF_RAM_BA_I_0012 , R_TMF_RAM_BA_I_0013 , R_TMF_RAM_BA_II_0020 , R_TMF_RAM_BA_II_0023

	UC_TMF_RAM_BA_0007
	Comment An Alarm
	R_TMF_RAM_BA_I_0012 , R_TMF_RAM_BA_I_0016 , R_TMF_RAM_BA_II_0020 , R_TMF_RAM_BA_II_0024

	UC_TMF_RAM_BA_0008
	Change Alarm Correlation (Group/ Ungroup Alarms)
	R_TMF_RAM_BA_I_0008 , R_TMF_RAM_BA_I_0009 , R_TMF_RAM_BA_I_0010 , R_TMF_RAM_BA_I_0012 , R_TMF_RAM_BA_II_0020 , R_TMF_RAM_BA_II_0025

	UC_TMF_RAM_BA_0009
	Change Potential Root Cause Indication
	R_TMF_RAM_BA_I_0011 , R_TMF_RAM_BA_I_0012 , R_TMF_RAM_BA_II_0020 , R_TMF_RAM_BA_II_0026

	UC_TMF_RAM_BA_0010
	Clear An Alarm
	R_TMF_RAM_BA_I_0012 , R_TMF_RAM_BA_I_0014 , R_TMF_RAM_BA_II_0021 , R_TMF_RAM_BA_II_0031, R_TMF_RAM_BA_II_0027

	UC_TMF_RAM_BA_0012
	Acknowledge An Alarm
	R_TMF_RAM_BA_I_0012 , R_TMF_RAM_BA_I_0015 , R_TMF_RAM_BA_II_0020 , R_TMF_RAM_BA_II_0028 , R_TMF_RAM_BA_II_0031 

	UC_TMF_RAM_BA_0013
	UnAcknowledge An Alarm
	R_TMF_RAM_BA_I_0012 , R_TMF_RAM_BA_I_0015 , R_TMF_RAM_BA_II_0020 , R_TMF_RAM_BA_II_0029 , R_TMF_RAM_BA_II_0030 , R_TMF_RAM_BA_II_0031

	UC_TMF_RAM_BA_0014
	Subscribe To Alarms
	R_TMF_RAM_BA_BR_0001 , R_TMF_RAM_BA_II_0032 , R_TMF_RAM_BA_BR_0041

	UC_TMF_RAM_BA_0015
	Alarm Subscription using a filter
	R_TMF_RAM_BA_BR_0001 , R_TMF_RAM_BA_II_0033

	UC_TMF_RAM_BA_0016
	Add/Modify/Remove an Alarm Filter
	R_TMF_RAM_BA_II_0034

	UC_TMF_RAM_BA_0017
	Unsubscribe to Alarms
	R_TMF_RAM_BA_BR_0001 , R_TMF_RAM_BA_II_0035 , R_TMF_RAM_BA_BR_0041

	UC_TMF_RAM_BA_0018
	Retrieve All Active Alarms
	R_TMF_RAM_BA_BR_0002 , R_TMF_RAM_BA_II_0036 , R_TMF_RAM_BA_BR_0041

	UC_TMF_RAM_BA_0019
	Filtered Alarm Retrieval
	R_TMF_RAM_BA_II_0037

	UC_TMF_RAM_BA_0020
	Retrieve Alarm(s) by ids
	R_TMF_RAM_BA_I_0003 , R_TMF_RAM_BA_II_0037

	UC_TMF_RAM_BA_0021
	Count Alarms
	R_TMF_RAM_BA_II_0038

	UC_TMF_RAM_BA_0022
	Send Notification on Alarm Clearance
	R_TMF_RAM_BA_II_0040 , R_TMF_RAM_BA_II_0021 , R_TMF_RAM_BA_BR_0041



6.2 [bookmark: _Toc234660994][bookmark: _Toc282078383]Requirements – Use Case Matrix
{Then you will create the Rqs Matrix by using the createRqsMatrix button)

	Requirement Id
	Use Case Name
	Use Case Id

	R_TMF_RAM_BA_BR_0001
	Unsubscribe to Alarms
Alarm Subscription using a filter
Subscribe To Alarms
	UC_TMF_RAM_BA_0017
UC_TMF_RAM_BA_0015
UC_TMF_RAM_BA_0014

	R_TMF_RAM_BA_BR_0002
	Retrieve All Active Alarms
	UC_TMF_RAM_BA_0018

	R_TMF_RAM_BA_BR_0041
	Retrieve All Active Alarms
Unsubscribe to Alarms
Subscribe To Alarms
Send Notification on Alarm Clearance
Send a New Alarm Notification
	UC_TMF_RAM_BA_0018
UC_TMF_RAM_BA_0017
UC_TMF_RAM_BA_0014
UC_TMF_RAM_BA_0022
UC_TMF_RAM_BA_0001

	R_TMF_RAM_BA_I_0003
	Retrieve Alarm(s) by ids
Create An Alarm
	UC_TMF_RAM_BA_0020
UC_TMF_RAM_BA_0004

	R_TMF_RAM_BA_I_0004
	Create An Alarm
	UC_TMF_RAM_BA_0004

	R_TMF_RAM_BA_I_0005
	Create An Alarm
	UC_TMF_RAM_BA_0004

	R_TMF_RAM_BA_I_0006
	Create An Alarm
	UC_TMF_RAM_BA_0004

	R_TMF_RAM_BA_I_0007
	Update An Alarm
	UC_TMF_RAM_BA_0005

	R_TMF_RAM_BA_I_0008
	Change Alarm Correlation (Group/ Ungroup Alarms)
Create An Alarm
	UC_TMF_RAM_BA_0008
UC_TMF_RAM_BA_0004

	R_TMF_RAM_BA_I_0009
	Change Alarm Correlation (Group/ Ungroup Alarms)
Create An Alarm
	UC_TMF_RAM_BA_0008
UC_TMF_RAM_BA_0004

	R_TMF_RAM_BA_I_0010
	Change Alarm Correlation (Group/ Ungroup Alarms)
Create An Alarm
	UC_TMF_RAM_BA_0008
UC_TMF_RAM_BA_0004

	R_TMF_RAM_BA_I_0011
	Change Potential Root Cause Indication
Create An Alarm
	UC_TMF_RAM_BA_0009
UC_TMF_RAM_BA_0004

	R_TMF_RAM_BA_I_0012
	UnAcknowledge An Alarm
Acknowledge An Alarm
Clear An Alarm
Change Potential Root Cause Indication
Change Alarm Correlation (Group/ Ungroup Alarms)
Comment An Alarm
Escalate An Alarm
Update An Alarm
Create An Alarm
	UC_TMF_RAM_BA_0013
UC_TMF_RAM_BA_0012
UC_TMF_RAM_BA_0010
UC_TMF_RAM_BA_0009
UC_TMF_RAM_BA_0008
UC_TMF_RAM_BA_0007
UC_TMF_RAM_BA_0006
UC_TMF_RAM_BA_0005
UC_TMF_RAM_BA_0004

	R_TMF_RAM_BA_I_0013
	Escalate An Alarm
Create An Alarm
	UC_TMF_RAM_BA_0006
UC_TMF_RAM_BA_0004

	R_TMF_RAM_BA_I_0014
	Clear An Alarm
Create An Alarm
	UC_TMF_RAM_BA_0010
UC_TMF_RAM_BA_0004

	R_TMF_RAM_BA_I_0015
	UnAcknowledge An Alarm
Acknowledge An Alarm
Create An Alarm
	UC_TMF_RAM_BA_0013
UC_TMF_RAM_BA_0012
UC_TMF_RAM_BA_0004

	R_TMF_RAM_BA_I_0016
	Comment An Alarm
Create An Alarm
	UC_TMF_RAM_BA_0007
UC_TMF_RAM_BA_0004

	R_TMF_RAM_BA_I_0017
	Create An Alarm
	UC_TMF_RAM_BA_0004

	R_TMF_RAM_BA_II_0018
	Send a New Alarm Notification
	UC_TMF_RAM_BA_0001

	R_TMF_RAM_BA_II_0019
	Create An Alarm
Send a New Alarm Notification
	UC_TMF_RAM_BA_0004
UC_TMF_RAM_BA_0001

	R_TMF_RAM_BA_II_0020
	UnAcknowledge An Alarm
Acknowledge An Alarm
Change Potential Root Cause Indication
Change Alarm Correlation (Group/ Ungroup Alarms)
Comment An Alarm
Escalate An Alarm
Update An Alarm
Send Notification on State Ack Change
Send Notification on Alarm Change
Send a New Alarm Notification
	UC_TMF_RAM_BA_0013
UC_TMF_RAM_BA_0012
UC_TMF_RAM_BA_0009
UC_TMF_RAM_BA_0008
UC_TMF_RAM_BA_0007
UC_TMF_RAM_BA_0006
UC_TMF_RAM_BA_0005
UC_TMF_RAM_BA_0003
UC_TMF_RAM_BA_0002
UC_TMF_RAM_BA_0001

	R_TMF_RAM_BA_II_0021
	Clear An Alarm
Send Notification on Alarm Clearance
Send Notification on State Ack Change
Send a New Alarm Notification
	UC_TMF_RAM_BA_0010
UC_TMF_RAM_BA_0022
UC_TMF_RAM_BA_0003
UC_TMF_RAM_BA_0001

	R_TMF_RAM_BA_II_0022
	Create An Alarm
	UC_TMF_RAM_BA_0004

	R_TMF_RAM_BA_II_0023
	Escalate An Alarm
Update An Alarm
	UC_TMF_RAM_BA_0006
UC_TMF_RAM_BA_0005

	R_TMF_RAM_BA_II_0024
	Comment An Alarm
	UC_TMF_RAM_BA_0007

	R_TMF_RAM_BA_II_0025
	Change Alarm Correlation (Group/ Ungroup Alarms)
	UC_TMF_RAM_BA_0008

	R_TMF_RAM_BA_II_0026
	Change Potential Root Cause Indication
	UC_TMF_RAM_BA_0009

	R_TMF_RAM_BA_II_0027
	Clear An Alarm
	UC_TMF_RAM_BA_0010

	R_TMF_RAM_BA_II_0029
	UnAcknowledge An Alarm
	UC_TMF_RAM_BA_0013

	R_TMF_RAM_BA_II_0030
	UnAcknowledge An Alarm
	UC_TMF_RAM_BA_0013

	R_TMF_RAM_BA_II_0031
	UnAcknowledge An Alarm
Acknowledge An Alarm
Clear An Alarm
Create An Alarm
	UC_TMF_RAM_BA_0013
UC_TMF_RAM_BA_0012
UC_TMF_RAM_BA_0010
UC_TMF_RAM_BA_0004

	R_TMF_RAM_BA_II_0032
	Subscribe To Alarms
	UC_TMF_RAM_BA_0014

	R_TMF_RAM_BA_II_0033
	Alarm Subscription using a filter
	UC_TMF_RAM_BA_0015

	R_TMF_RAM_BA_II_0034
	Add/Modify/Remove an Alarm Filter
	UC_TMF_RAM_BA_0016

	R_TMF_RAM_BA_II_0035
	Unsubscribe to Alarms
	UC_TMF_RAM_BA_0017

	R_TMF_RAM_BA_II_0036
	Retrieve All Active Alarms
	UC_TMF_RAM_BA_0018

	R_TMF_RAM_BA_II_0037
	Retrieve Alarm(s) by ids
Filtered Alarm Retrieval
	UC_TMF_RAM_BA_0020
UC_TMF_RAM_BA_0019

	R_TMF_RAM_BA_II_0038
	Count Alarms
	UC_TMF_RAM_BA_0021

	R_TMF_RAM_BA_II_0039
	Send Notification on State Ack Change
	UC_TMF_RAM_BA_0003

	R_TMF_RAM_BA_II_0040
	Send Notification on Alarm Clearance
	UC_TMF_RAM_BA_0022



7 [bookmark: _Future_Directions][bookmark: _Toc234660995][bookmark: _Toc282078384]Future Directions

7.1 [bookmark: _Toc234660996][bookmark: _Toc282078385]Open Issues

[bookmark: _Toc282078386]None
7.2 [bookmark: _Toc234660997][bookmark: _Toc282078387]Deferred Work Items

[bookmark: _Toc282078388]None
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8.2 [bookmark: _Toc234661000][bookmark: _Toc282078391]IPR Releases and Patent Disclosure
This document may involve a claim of patent rights by one or more of the contributors to this document, pursuant to the Agreement on Intellectual Rights between the TM Forum and its members.  Interested parties should contact the TM Forum office to obtain notice of current patent rights claims subject to this document.
9 [bookmark: _Administrative_Appendix][bookmark: _Toc234661001][bookmark: _Toc282078392]Administrative Appendix
This Appendix provides additional background material about the TM Forum and this document.
9.1 [bookmark: _Toc234661002][bookmark: _Toc282078393]About this document
This document has been generated from the TIP_BA.dot Word template, 
which itself is based on Version 6.0 of the TMF 402, BA Template.
9.2 [bookmark: _Toc234661003][bookmark: _Toc282078394]Use and Extension of a TM Forum Business Agreement
This document defines the business problem and requirement model for <<problem area>>. The Business Agreement is used to gain consensus on the business requirements for exchanging information among processes and systems in order to solve a specific business problem. The Business Agreement should feed the development of Information Agreement(s), which is a technology-neutral model of one or more interfaces.  While the Business Agreement contains sufficient information to be a “stand alone” document, it is better read together with the Information Agreement document <<(TMF <<number>> if available)>> when the Information Agreement is available.  Reviewing the two documents together helps in gaining a full understanding of how the technology neutral information model solution is defined for this requirement model.  An initial Business Agreement may only deal with a subset of the requirements.  It is acceptable for subsequent issues of the document to add additional requirements not addressed by earlier releases of the BA.  Business Agreements are the basis for requirement traceability for information models. 
It is expected that this document will be used:
As the foundation for a TM Forum Information Agreement(s)
To facilitate requirement agreement between Service Providers and vendors
As input to a service Provider’s Request for Information / Request for Proposal (RFI/RFP—RFX)
As input for vendors developing COTS products
As a source of requirements for other bodies working in this area
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