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Summary:

There were a significant number of detailed submissions and technical discussions during the two days. An attempt has been made to capture the detail in the document below.

Key points and actions to highlight are:

A number of significant contributions from Vodafone, Deutsche Telekom, Orange France, a 3 company position paper from Ericsson/Nokia Siemens Networks and Huawei and a report from the SA5 chair were all submitted past the submission deadline for the meeting. These were dealt with in the opening session.
Key points:

· Deutsche Telekom stated that Tooling is important and the tool should generate one harmonised solution set for both wireline and wireless
.
· Orange France presented their position of supporting a top down approach driven by NGMN with a key focus on Opex Reduction.

· Vodafone committed to implementing a pilot of the harmonised Fault Management interface with Comarch supporting the delivery within the TM Forum.

· The core of the Ericsson/Nokia Siemens Networks /Huawei proposal was that the harmonisation effort should reuse 3GPP NRMs and other organisations can re-use 3GPP.

The fault management harmonisation session on day one was concluded without reaching any agreement on how to progress the work. This discussion was summarised by the chair: as having two positions which aren’t coming to harmonisation / agreement – there will be two management interfaces one based on 3GPP/One on TM Forum.
It was proposed to suspend the regular team meetings for this team.

Ericsson/ Nokia Siemens Networks /Huawei were asked to raise their proposal to the TM Forum board as the position proposed impacts on strategic direction of TM Forum work and therefore is outside the scope of the participants to address.

There were a number of key actions identified to progress the resource model harmonisation work including one on the TM Forum to clarify the Information Framework strategy with regard to how it could be positioned as an umbrella or overarching model. The next meeting is on October 28th and some key TM Forum representatives including Information Framework team leads and TM Forum Architect are requested to attend this meeting to discuss the topic.

The Operators concluded with some positive observations on the momentum of the resource model alignment work but requested a greater alignment of standards work with business priorities and stronger project management of the activities – with project plans, milestones, date commitments and tracked deliverables.
The operators committed to providing more input and clearer objectives to the teams.
Notes on Day 1:

Opening session:

There were a number of presentations introduced at this session – the first three Operators view of the required solutions

S5eTMF0062   
DT_fmc-management-interface-specifications-2_101007 Deutsche Telekom

Orange France Presentation: attached

Vodafone Presentation: attached:
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Expectations in Fault Management Harmonization

Andreas Buschmann

OSS Architect


S5eTMF0051   
Recommendations on the Management Interface Strategy: Ericsson, Huawei, Nokia Siemens Networks
S5eTMF0052 
Status on NGMN Top OPE Recommendations by 3GPP Chair

Bernd Zeuner presented the Deutsche Telekom vision of a single model capable of being imported into Tigerstripe. 

Tooling is important and the tool should generate one harmonised solution set for both wireline and wireless


Orange France presented their position of supporting a top down approach driven by NGMN with a key focus on Opex Reduction.

Orange France are developing group core components which support key activities and are multi-technology, multi-country components of their overall management system.  

There was a discussion on the scope of harmonisation: there are 3 levels 

1. Requirements and semantics 

2. Syntax and 

3. Protocol.  

Harmonisation should focus on semantics first (Ericsson).

The critical activity is the alignment of the models and figuring out how to act appropriately on the model. In theory you should be able to carry the same models and same information across two different interface technologies (Ciena).

Vodafone presentation highlighted the complexity of the environment where they have over 70 element managers supporting a mix of standards and further flavours of implementation within that mix. Vodafone delivered a detailed set of functional and non-functional requirements to the TM Forum Interface program at the start of their work. 

Their major concerns are with timing of solutions and the potential complexity of the harmonised model.

Vodafone committed to implementing a pilot of the harmonised Fault Management interface with Comarch supporting the delivery within the TM Forum.

Ericsson, Nokia Siemens Networks and Huawei contribution was presented on behalf of the contributing companies.

The core of the proposal was that the harmonisation effort should reuse 3GPP NRMs and other organisations can re-use 3GPP.

There was some discussion on the proposal including on aspects of model publication and tooling.

Orange France observed that 3GPP Interfaces exist but they are not implemented.

Christian presented the 3GPP view of progress of 3GPP deliverables addressing the Top 10 requirements since the Bonn meeting.

Fault Management Workshop session:

Orange France recommended involving using NGMN as the “man in the middle” to mediate in harmonisation work. We have not discussed the NGMN OpE Recommendations in the joint team. 

Marc Flauw introduced the contributions on the fault management harmonisation work:

S5eTMF0017   
3GGP FMH Comparison Study – update
S5eTMF0024   
Tracking Records - Notif Logs
S5eTMF0048   
Updated FM Harmonized Model
Discussion concentrated on S5eTMF0048 which made a proposal for a harmonised fault management model.

It was commented (referring back to the Ericsson, Nokia Siemens Networks and Huawei contribution) that this proposal introduced a 4th interface.

This was disputed, highlighting the fact that the proposed RAM interface in the TM Forum integration Program was already a harmonisation of MTOSI and OSS/J and this proposal merely adds 3GPP IRP to reduce by a further interface producing eventually one harmonised interface instead of three.

Ericsson asked if the Operators could provide guidance to validate conclusions?

The Operators commented that in March they requested implementation of the solution but would leave the choice of the solution up to the SDOs.

The Operator community agreed to validate the recommendations on harmonisation as a next step.

Deutsche Telekom indicated that the operators have accepted they will retire MTOSI and OSS/J but what they don’t want to do is make that change now and in 2-3 years face another change.

Lukasz Mendyk presented the use case approach for harmonisation. (extract from the slides S5eTMF0059   
Vienna RMA presentation (related to TR160/S5vTMFa032/S5eTMF0057)
Ericsson commented on correlation relating to more than just alarms but also events, configuration changes.

Ericsson asked about how to manage end-2-end in dynamic situations e.g ATM packets are dynamic so the path changes.

Lukasz concluded that he would very much welcome input into the use case collaboration from the companies.

Two contributions from NSN were discussed:

S5eTMF0054   
Recommendations for FM IF Standards Alignment - update (S5-102607)
And

S5eTMF0055   
Updates to Alarm IRP support for TIP FM Alarm Handling Requirements (S5-102608)
There was much discussion around these two contributions.

HP queried the conclusions presented in S5eTMF0055 as they appeared to overlook a number of points that were discussed  during the harmonisation meetings and which appeared to have reached agreement not reflected here.

The discussion was summarised by the chair: as having two positions which aren’t coming to harmonisation / agreement - we will have two management interfaces one based on 3GPP/One on TM Forum.
Ericsson suggested the need to look at the whole problem and to divide the problem space between the SDOs.

Nokia Siemens Networks suggested there is a need to distinguish between interfaces and models. There is a clear need to co-operate on the model.
The meeting was concluded at this point with no recommendation on how to progress the interface Harmonisation discussion.

Notes on day 2:

Session 1:

Ericsson asked for time to present some material that would try to move the discussion forward.

The presentation (to be forwarded) sad that there is acceptance that the models will evolve and there is a need for an overarching model. There seemed to be general agreement that the model and interface discussion could be de-coupled.
The question asked is: Is it necessary to have a central repository/single model owned by one organization for FMC?

Ken suggested TR135 SID Alignment strategy is relevant to the discussion.
There was significant discussion focused on the semantics of the question: the use of the word necessary rather than relative preference; clarify what is meant by single model; one harmonised model vs many models.
There was some agreement that its not feasible to have one single huge model but it is possible to have one overarching model.
There was some discussion about having a federated model and having a single overall federated model. The content of the model needs to be federated, the packaging (into a single file or multiple files) is not important. There needs to be a process to align the federated models.
The question was put to a vote: 
No: 5 Votes (Motorola, NSN, Huawei, Ericsson and Ciena) 
Yes: Orange France, Vodafone, Deutsche Telekom, Comarch); 
Abstain: HP and Alcatel Lucent.
There is an action on Nigel Davis, Bernd Zeuner, David Cleary and Edwin Tse to define what is meant by the need for a single model.
Deutsche Telekom observed that whatever the solution is it must have an end –to end view of the network.

Session 2:  Resource Model Alignment:

Ericsson presented S5vTMFa033 Enhancement of Generic NRM IRP IOCs for FMC harmonisation Ericsson, Nokia Siemens Networks.

There was some technical discussion about the content and an agreement for Edwin and Nigel to take the discussion about ambiguities.

Ciena observed that additional classes are required to those identified for multi-layer subnetwork and flow domain.

Action: Nigel Davis and Edwin Tse to  document attribute meaning and interpretation to remove ambiguities as identified in S5vTMFa033. 

There was some discussion about the extract from S5vTMFa033, Section 3.4    Concern regarding recent changes in TMF SID

It was agreed that this needed to be addressed and is outside the scope of this meeting. The Information Framework team leads John Wilmes, Josh Salomon and John Reilly as well as Dave Milham Chief Architect of the TM Forum need to be involved in considering this subject and the evolution of the SID.

There is an action on the TM Forum to address this topic and to communicate the clarified model strategy back to the resource model alignment team.

The mapping exercise from TR160 draft TM Forum model proposal was presented.

There was some discussion that the illustration provided changed the relationships of the 3GPP Managed entities such as cell sector, cell site etc.

There was discussion about the approach of mapping vs inheritance.

Nigel took an action to update TR160 to updater TR160 to show the attributes that are the same.

S5vTMFa036   
UCs for TR 32.833 Management of Converged Networks Study (Ericsson)

It was noted that this is aligned with and confirms the TM Forum approach to use use cases to test the validity of the model.

It is expected that other contributions will also bring in this use case work.

S5vTMFa035 Design pattern for resource model alignment(Ericsson)
Ericsson observed that this approach contained no mapping.

There was a two-way relationship of external instances referencing outside the model.

There was some discussion about how to handle a network device such as an eNodeB which contained some wireless, some ATM, some optical.

For instance an eNodeB taking the role of an ATM switch – in this case it would not modify the ATM model simply reference the external model.

This was challenged with the instance of one NE playing two roles simultaneously, how do you create this instance model in a runtime environment.

The two models need to relate from the functional viewpoint to satisfy the use cases identified.

Conclusion: 

There are a number of follow-up actions and the next harmonisation meeting will be on the 28th October to allow some input to be prepared for the meeting (same time as normal on US time, which may mean the European meeting time may shift due to the time change). 

Closing comments:

Operators:

(text on flipchart)
What goes well :

· Hard work of specialists 
· Progress on model alignments 

· Positive momentum on top 10 

· Strong community

Room for improvement
· Transparency in project management Tracking and milestones. 
· Business alignment of SDO work 

· Clear objectives and tracking, service providers commitments 

· Service providers commitment and guidance 

· System integrators involvement OSS underrepresented 

· Speed 

· No convergence of standardisation? SP’s are in the process of FMC 

· Missing e2e view -Not only networks but servers apps 

Proposal way forward
· Establish governance for models frameworks the upper layers of SID 
· Get system integrator engagements OSS/BSS 

· Recommend /engage NGMN as hub for converged requirements 

· Strengthen project management capabilities (tracking targets) 

· Ensure strong business alignment of standardization people

Fault Management Harmonisation closing remarks:

The effort has been ongoing since February and there are a number of output documents – TR829, and the proposals on fault management alignment with the Resource Alarm Management  interface work. There has been a mutual learning process.

However now we are at cross-roads, there are two very different views on how to progress the work. On one hand there is the 3 company position (Ericsson, Huawei, Nokia Siemens Networks); On the other hand there is the “best of both” approach proposal. These two positions appear to be irreconcilable. We will never reach firm conclusions unless we agree on fundamental points.

The recommendation is to suspend the bi-weekly conference calls for the joint team. Each organisation will still follow it separate goal of harmonisation, SA5 to continue the TR work and TM Forum to continue the RAM BA work incorporating the learning to date.

There is an open invitation to all vendors who are interested to get involved with the work in both bodies.

Nokia Siemens Networks expressed concern at this recommendation; the result will be four interfaces; Alcatel Lucent corrected this to state the result will be two interfaces instead of the goal of one.

NSN observed that there is a small window of opportunity to 

HP observed the interfaces are actually very close on semantics and the exercise has raised the understanding of OSS-OSS requirements in SA5.

Vodafone noted that the outcome of the meeting would be reported at the next TM Forum board meeting in Orlando.

It was agreed to hold one more meeting; Leen as chair will schedule this in a few weeks time but with the understanding that all sides must move to avoid returning to the same deadlock situation.
Ken Dilbeck encouraged Ericsson/Nokia Siemens Networks/Huawei to contribute the position paper to the TM Forum board in light of its impact on other TM Forum strategic activities. 

(Note  that the next meetings dates are November 1st for the Executive Committee and Board on November 7th.)
Resource Model Alignment closing remarks:

The estimated timeframe for concluding the work is at least six months.

The next conference call is on October 28th.

�Text changed to reflect clarification received from Bernd..


�Text changed to reflect clarification received from Bernd..
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Orange France Telecom overview
Integrated operator whose strategy is based on innovation, 


convergence and cost effectiveness


=> Need of an operation harmonisation







Fixed-Mobile Harmonization Requirements


 Network infrastructure Requirements
 Reduce the OPEX/CAPEX for the operators


• Both the network & services/content are impacted


 Accelerate TTM for new Internet (service/contents through features like
• Flexibility, reactivity


• Operators' services vs (OTT) 's services


 Enhance e2e QoE for the services
• QoE: QoS, Security, Cost, Simplicity


 Scenarios for these requirements (Organisation, processes, tools)
 Short term scenarios: Orange's user cases related to FM


 Medium term scenarios


 Which common functionalities should be harmonized, converged 
in new functional architecture, 


 Ref : 3GPP, ITU, ETSI/TISPAN, IETF, BBF, TMF, OIF 


 Operators' inputs: Orange's user cases (FM)







Fixed & Mobile operation Framework


Fixed-Mobile Harmonized Functional 
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Orange's FMCM (Fixed & Mobile Network & Services Converged Management) approach


High level goal, Business requirements, Business Models, 


Monetizing of Network assets/Dyn QoS/ServicesPremium,Improve


QoE, New revenue shares, Inter-Carriers QoS service, Operator's 


Policies (Billing, QoS, Provisioning, security, AA), Regulation, 


Operation efficiently, Ubiquitous/agnostic access converged Fixed-


Mobile network (Autonomous, Low cost Techno, TTMUser & Operator requirements


Orange an Integrated Operator


End To End Network & Service (Fixed & End To End Network & Service (Fixed & 


Mobile) Management Use CasesMobile) Management Use CasesUse Cases


Management protocols (Fixed & Mobile)Management protocols (Fixed & Mobile)


Information & Data Models (Fixed & Mobile)Information & Data Models (Fixed & Mobile)


Open a secure Interfaces (Fixed & Mobile)Open a secure Interfaces (Fixed & Mobile)


Highly integrated through SOAHighly integrated through SOA


Syntax


Mgt interface


Semantic
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SDOs involved in Networks & Services  Management
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Orange's FMCM (Fixed & Mobile Network & Services Converged Management) approach


High level goal, Business requirements, Business Models, 


Monetizing of Network assets/Dyn QoS/ServicesPremium,Improve


QoE, New revenue shares, Inter-Carriers QoS service, Operator's 


Policies (Billing, QoS, Provisioning, security, AA), Regulation, 


Operation efficiently, Ubiquitous/agnostic access converged Fixed-


Mobile network (Autonomous, Low cost Techno, TTMUser & Operator requirements


Orange an Integrated Operator


End To End Network & Service (Fixed & End To End Network & Service (Fixed & 


Mobile) Management Use CasesMobile) Management Use CasesUse Cases


Management protocols (Fixed & Mobile)Management protocols (Fixed & Mobile)


Information & Data Models (Fixed & Mobile)Information & Data Models (Fixed & Mobile)


Open a secure Interfaces (Fixed & Mobile)Open a secure Interfaces (Fixed & Mobile)


Highly integrated through SOAHighly integrated through SOA


Syntax


Mgt interface


Semantic


CM, FM, PM, CM, FM, PM, InventMInventM, , SecuMSecuM, , DynQoSMDynQoSM, , 


SWM, SWM, SuMSuM, , ProvisioningMProvisioningM, , BillingMBillingMMgt Functions


SDOs involved in Networks & Services  Management
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Management of end-to-end transport plane 
from partitioning view (Horizontal view)
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Orange's Operation model
 Process Model


 Common language (ITIL V3) and common processes for sharing across 
countries


 Common Operational Processes impacted by cross country services: 


 Change Management Process


 Incident Management Process


 Problem Management Process


 Crisis Management Process


 Organisational Structure: main entities involved in operations


 CCC (Customer Care Centre)


 SMC (Service Management Centre)


 TMC (Technology Management Centre)


 CSkC (Corporate Skill Centre)


 Global Implementation Process
Think Build* Run* Optimise*


* Addressed by the TOP 10 requirements
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Orange's Fault Management harmonisation 
use case


 Real case of Orange France concerning Incident 


Management Process Integration Fixed and Mobile 


domains


 3 steps approach


 Organisation evolution


 Tools development and integration


 Process federation for Fixed, Mobile and IT
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Initial situation:
separate organisations, separate processes, separate tools


 Supervision and 
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are organised 
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different processes 


and tools 


 Problems identified 


> Alert and Information 
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Transition situation:
organisation evolutions, separate processes, separate tools


 Supervision and 


maintenance of 


fixed and mobile 


networks  are 


organised in SMC-


TMC entities but in 


parallel


 Problems identified 


> Alert and 


Information 


management


> Coordinated 


diagnosis in case 


of crisis


> No efficacy in the 
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Target situation:
same type of organisation, same processes, same tools


 Incident Management 


processes are different 


but they have the same 


goal:


> Restoration of normal 


service as quickly as 


possible and 


minimization of the 


impact on business 


operations 


 Problems identified 
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Orange's Incident Management diagram
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Orange's Fault Management tool: 
general architecture
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Orange's Fault Management tool: 
multi-domain management
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Conclusion & Orange's expectation


Challenge in FM harmonisation to be overcome
 Data Model harmonisation in order to reduce cost integration


 Northbound interface


New requirements to shape converged operation 
 Need to extend this approach to CM, PM, InventM, SecuM, 


DynQoSM, SWM, SuM, ProvisionningM, BillingM


Methodology
 A top-down methodology is required to address this work and must be 


driven by NGMN


 Then relevant solutions will be designed within SDOs
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FM Interface



Short summary of the situation today 							

		Vendors don´t deliver a single, commonly accepted, standardized FM Interface between EMS und NMS as a part of their EMS product offering today. 

		They offer Vendor- specific interface types and interface behaviour and implement NE -specific extensions

		Eg. SNMP with additional code on top to cover vendor specific semantics, reliability methods, synchronization, etc. ..



 Very high effort/costs to implement and to maintain these interfaces



		In 2009 TMF(TIP) started a project to specify requirements, use cases, information model and a detailed interface specification for the harmonized resource alarm management.

		Intention: to align existing OSS/J and MTOSI specifications to create a harmonized interface standard 

		Vodafone Germany delivered a set of requirements for the FM – Interface (See Backup-Slides)



		Members of the NGMN Initiative created a „Top 10“ - list of Requirements to improve the Management Capabilities of Next Generation Networks, including the requirement: „ Unique Element Manager N-Interface for PM & FM“

		Detailed by requ. from VF-DE, Vision:

		“Plug n; Play” integration of NEM´s into the NM/SM environment (no additional cost and effort during the implementation and the Life Cycle of Network Technologies and related NEM´s)

		De-Coupling of NEM–NM Layers (changes on NEM or NE may not lead to changes on NM Layer)

		Re-Use of NM Client Interfaces





*
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… but, issues with TMF standard interfaces today

		Timing

		Standard is late !!!

		Lot of NEM´s (e.g. LTE-NEM´s) are already integrated or will be integrated in a short timeframe in existing NM/SM SP environments today (based on proprietary integrations)

		No “claimable” commitment for the availability (time and quality) of the standard interface

		SP´s need a committed timeplan to be able to plan adoption projects 

		2 Years (?) ongoing activities to harmonize interfaces “standards” and still discussions without a final delivery

		OSS/J, MTOSI, CO~OP, IPDR, etc. … Discussions with 3GPP just started

		Cost / Complexity

		Still complex interface specifications  High effort/cost during implementation and lifetime

		TIP tries to find a set union for all requirements (drives complexity and costs)

		VF required several times to specify simple, efficient interfaces 

		Difficult (high effort and costs) to implement TIP interfaces, if not broadly adopted

		Resources

		No “committed” resource for the standardization work 

		Neither for specification nor for development (tooling, Reference Implementation, etc. …)

		Neither from Vendors nor from SP´s 

		Adoption   

		Standards need adoption to be accepted in the market, but there is no broad adoption by Vendors and SP´s today

		Vendors offer project specific implementations of “standards”  today

		SP´s don´t require standards in their tenders (even if they do so, it has a low priority)





*
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Proposal to proceed

		Creation / finalization of the harmonized FM Interface standard in TIP (TMF) in a very short timeframe (1-2 months).



Conditions:

		Based on the existing Business Agreement for Resource Alarm Management

		Focus on EMS  NMS   Interface

		Focus on “Simple” – Part of the BA in the first Phase only  (See description in BA)

		Support of Complex behaviour might be added later on as an optional extension of the Interface 

		… but backward compatibility must be ensured

		Comarch offered to take an active role to push these activities





		In Parallel, Vodafone Germany plans to provide a Pilot implementation for the simple approach of the TIP Interface (Most likely Boom [System Mngt.]  NGSA [Comarch])

		It is planned, that this pilot southbound interface will be implemented by Comarch

		Implementation experiences will be used to finalize the standard interface specification











*
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Overview of Non-Functional Requirements

Details see Backup-Slides



“Plug & Play”

… means to be able to implement interfaces between systems easy and efficient by lowest costs and smallest effort 

Re-Useable/ Generic

… in different business scenarios

Simple

… so that everyone understands it and is able to maintain 

(low maintenance costs)

Independent

… from underlying infrastructure

Widely Adopted & Verified

… so that every vendor supports it 

(lower costs, easier to connect to other systems)

Flexible/ Extensible

… easy to extend, without breaking the standard (the communication partnermight not even know the extension)

Useful

… efficient support for the OSS business processes, delivering the OSS semantics 

Scalable

… no performance constraints by technology or standard spec. 

Mature/Stable

… no change of interface needed over time (no evolution of the standard needed any more) 

Compatible

… so, that an old version can talk to the new version of the interface without changes 

De-Coupled

… so that changes in the applications do not lead to changes in other applications

Standardized / Open

… unambiguous specification, which does not allow room for interpretation. Available / useable for everyone

Certifieable

… to verify the implementation beeing standards compliant

Interoperable

… portfolio of interfaces to support different OSS business processes 

(Common Architecture)

Only where really needed: Rich / Fine-grained Functionality

… to be able to address spec. technologies

Reliable / Integer

… a basic requirement to be able to use it in production.

Secure

… by API recommended security standards





The ideal 

API / Interface 

Evolutionary

… based on existing IT standards instead of re-inventing the wheel  







































*

Ich habe einen Traum



Wir sind weit weg von diesen 100% Coverage

Wenn wir nur 80 % erreichen könnten, wären wir einen gewaltigen Schritt weiter
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Document

Document Governance



	This document will serve as a place, where requirements for a generalized Fault Management (FM) Interface between Element Mngt. Systems (EMS) and Network Management System (NMS) will be documented and agreed. The document is available for all interested parties at the department “Operational Support Systems” at VF-D2. The owner is the Project Lead for “Next Generation Service Assurance”. All changes to the document have to be approved by the owner who is responsible to distribute the changed document to all people, listed in chapter “Approval/participation” of this document. On request, the owner will approve the distribution of this document to other parties outside of VF-DE, e.g. to vendors or standardization bodies. 
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Management Summary

Introduction  							1(2)



	Today's Fault Management Interfaces between Element Mngt. Systems and Network Mngt. Systems are based on a large variety of different technologies and standards. Each Element Mngt. which have been delivered to Vodafone Germany in the past, uses his own specific interface type and implements element-specific extensions and behavior, which evolve over time, leading to a continuous need for upgrades on EMS side and to related adaptations/upgrades on NM side. There is an estimation of one major upgrade project per EMS per 2 to 3 years. The cost and effort for the EMS upgrades are usually covered by the budget's for the related Network Element upgrades. But there are additional costs and effort for the related upgrade adapters/Access-Modules in the NM-FM system, although the main requirements on such an interface are almost the same for the last ~ 15 years. 

	So we are driven by vendors to start interface upgrade projects, perform complex and time consuming Type Acceptance to ensure the needed quality, train administrators and project managers, etc. … to get at least no additional value.

	The authors of this document strongly believe, that there is potentially huge business benefit in using a common officially standardized technical approach, enabling the re-use of the same interface for different EMS´s, enabling the planned exchange/upgrade of the NM-FM system to become a Next Generation Service Assurance system, and enables us to stop vendor driven upgrades of interfaces which deliver no or small additional value.  

    So, the FM Interface “Plug & Play” concept, described in this document, will be used as a goal for NG Service Assurance.
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Management Summary

Introduction  							2(2)



	The intention of this document is to define and specify common requirements for the EMSFMNM interface. It will be used for the evaluation of existing OSS – standard interfaces in respect to the common requirements, leading to a general recommendation for the selection of the FM interface standard for VF-D2. One of the major conditions for this selection is the ability to use already available and proven standards (as far as this is possible) to avoid the effort to specify and develop a new type of redundant, competing standard. 

	When approved, all project managers for the EM systems and the NM system are responsible to implement the recommended interface type in “their” system (at least, they have to ensure, that the vendor confirms the availability of this interface in their product portfolio roadmap). The perception is, that quality, price-value and experience with that interface will grow as much as it will be accepted and adopted by the OSS market outside of VF-D2. So it's the intention to use the requirements as an input for an official standardization body (here TM Forum as the leading OSS collaboration organization) to achieve more visibility and a potential adherence of a common, global OSS FM standard, accepted by whole telco industry, to avoid VF specific, highly customized and therefore expensive solutions, exclusively for D2.
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Management Summary

Audience / How to Use



VF-D2 Project Mngrs. for Element Mngt. Systems

VF-D2 Project Mngrs. For NM-FM System

Management of Operational Support Systems

OSS Architect



Potentially also:

EMS Vendors (e.g. during RFQ process)

NM-FM Vendors (e.g. during RFQ process)

TM Forum (e.g. Telemanagement Interface Program)









	The document describes the common agreement for the requirements of the standard FM interface at VF-D2. It serves as an input for RFQ´s/RFI´s in the Element Mngt. and Network Mngt. Domains and as an input for the TM Forum, as the leading OSS collaboration body, to establish a common FM – standard in the OSS industry.
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Introduction

Business Problem						1 (3)

	In today's market, service providers aim to ever increase the time-to-market of new and enhanced services in a cost-conscious manner. As a consequence, the need arises for existing OSS/BSS infrastructure components to adapt in an ever increasing pace. This affects not only OSS applications themselves, but also increasingly their integration. Furthermore, there is a growing demand for automation of business processes at service providers, especially in the area of network/service operations to improve operational efficiency. This leads to the need for improved integration of operational support systems as a common demand from service providers. An integration strategy using SOA concepts, commonly adopted interface standards and NGOSS concepts like eTOM and SID might have the potential to deliver the needed technical basis for real life, standardized OSS integrations. 

    In the past, Service Providers often over-specified the tenders for FM interfaces and, on the other hand, opened to many degrees of freedom for the implementation of the interface. So they missed the opportunity to describe a simple, useable, maintainable interface, with a clear responsibility assignment between EM and NM.  
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Introduction

									2 (3)



   Business  Problem

	The following concrete business problem will be addressed in this document: 

	Most of the existing integrations between EM systems and NM systems are based on proprietary point-to-point interfaces although vendors offer “standard” interfaces such as SNMP, CORBA, etc., which are adapted to their applications. In a real integration scenario these interfaces need a lot of customization to fulfill the business requirements and to allow the communication between different proprietary OSS systems because each of these applications follow its own business process, internal logic and semantic. Usually application A needs to know a part of the business logic of system B (and vice versa) to be able to implement the interface. This situation ends with the implementation of very specific interfaces with dependencies on the integrated OSS systems. This means, re-use of interfaces or dedicated parts of the interfaces in other integration scenarios is not possible. So, there is a need for a standardized interface, which delivers the semantic connectivity and not only the underlying transport mechanisms, which helps to provide out-of-the-box interoperability and more flexible integration. 
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Introduction

Business Problem						3 (3)

	

Today: Proprietary P2P Interfaces, using different protocals

		Fixed coupling / dependencies  between EMS and NM

		Change of release or system on EMS level means, that an adaptation on NM layer is needed.

		Change of release or system on NM layer means, that an adaptation of all NMS is needed.

		No re-use of already implemented interfaces

		Every interface is an expensive prototype. 
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Introduction

Objective

	Specification of the major requirements for a unified, re-useable Fault Management API for VF-D2, which can be a basis for a wider requirement specification for other Vodafone subsidiaries. This document will serve as an input for standardization activities in context of the Telemanagement Interface Program (TIP).  

Benefit/Drivers

	The main benefit is achieved, as soon as the specification can be re-used to implement similar interfaces for different integration scenarios, that means to connect different EMS into the NMS application without creating a complete new implementation of the interface. The goal is to improve efficiency (in terms of cost and effort) for the integration of new EMS and to reduce cost and effort to maintain each single interface in a different way. Another benefit comes from the fact, that a real-decoupled approach will reduce the effort to adapt both communication partners, in case there is a need to upgrade just one of of the partners.   

Approach

	It's the intention to describe the interface capabilities from Business point of view, without technology specific requirements. That means, that these requirements reside on the semantically layer and not on protocol specifications. Nevertheless, there are some assumptions which might have an impact on the selected technology, e.g. the de-coupling of the interface specification (which is a basic requirement to support re-usability, exchange of SW versions, etc. …) might have an impact of the technology. Furthermore the requirements have to be independent from the tool – selection, so that they may not depend on specific tool capabilities.    
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Introduction

Scope / Out of Scope

	The main scope is the specification of the business requirements and related semantics, which describes the interaction of Element Management Systems (EMS) to Network Management (umbrella Fault Management) Systems to exchange Event/Alarm information. 

	In addition to this, there are specific requirements for the EM systems and NM systems to use the capabilities of the specification in order to support the business requirements. 

Core





Server

(EMS x)

Client 

(NMS)



Standardized

Specification

<- Mapping ->

(Adapter)

<- Mapping ->

(Adapter)

Transport Protocol

(e.g. WS, SMTP, JMS, Corba)
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Introduction

Risk/Mitigation

	Main risks:

	a) Missing support from EMS vendors and/or NMS vendor to support the FM interface requirements in their implementation. The main risk is, that they might continue to deliver their proprietary, not standardized API´s.  

	 Use the requirements as an input for standardization activities at the TMF, which delivers an industry wide collaboration environment, used by Service Providers and Vendors to create a common,  standardized integration framework of commonly accepted API specifications. 

	

	b) Project specific conditions (e.g. project timeplans, project budget) might lead to a situation, where it seems to easier to follow a tactical approach, e.g. create a specific proprietary point-to-point interface. 

	 The approach is to allow a smooth evolution to converge to the optimal solution. Proposal:

         * Start with a PoC which is de-coupled from urgent project need (parallel effort) to build a first integration framework as a base for future integration work. Additional EMSs and/or upgrade projects will be implemented by re-use of the new integration framework. 
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Requirements

Non Functional

Introduction

	The following topics describe some core business driven requirements for the EMS <-> FM <-> NMS interface, independent from functional requirements. These requirements are not specific for the FM Use Cases and can be used as core “non-functional” requirements for other types of interfaces as well. 
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		“Plug & Play”



	It must be possible to implement the interfaces between the OSS systems easy and efficient by lowest costs and smallest effort (ideally without any development and/or configuration).

		Backward compatibility (see related topic) is a prerequisite to support this characteristics during the whole life-cycle of the standard interface (e.g. Plug and Play must be still possible, if the client uses version 1.0 and the server uses version 1.2 of the same interface specification)



		Useful



	It must deliver efficient support for the OSS business processes. The interface must deliver the needed OSS semantics to support the process. 

		Implementable (not academic) support of business process frameworks (eTOM and ITIL) and common information models (SID semantic)

		Clear and unambiguous scope of the interface (e.g. Service Inventory, based on TAM specification), without mixing different business scenario´s (e.g. an interface which supports Resource Configuration Mngt. should not be mixed with a Resource Fault Management interface, because this might lead to complex interface specifications and expensive implementations)   



		Re-useable / Generic



	The interface must be generic enough, to enable the re-use in different integration scenario´s 

	(e.g. the TT interface can be used to connect FM systems with TT systems and also to connect other TT systems with a TT system.) 

		This is a prerequisite to support 1 x N integrations and to reduce cost and effort for integrations 

		Extensions in future versions will not hinder to implement it in a generic way and will not hinder to re-use  



Requirements

Non Functional
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		Simple



	The interface must be simple enough, so that people which have not been involved in the specification are able to understand it (or even don´t need to understand the details), so that they are able to implement and to maintain the interface. 

		This will help to reduce cost and effort for the implementation and the operation/maintenance of the interface.



		Flexible / Extensible



	It must be possible to extend the interface capabilities (methods and attributes), without breaking the standard 

	(the communication partner might not even know the extension. E.g. the server uses extended attributes, while only a small number of clients is aware about the extension  The interface still works as specified, without any impact on the clients which do not know the extension. )

		This capability can be used to implement new versions with extended capabilities without loosing backward compatibility.



		Rich 



	Fine grained, rich functionality ONLY where really needed and absolutely necessary to support the common basic process 

	Adding more and more capabilities into the interface specification will lead to complex and expensive implementations (which often hinders the adoption of the interface) and might lead to a dilution of the scope of the interface and overlapping functionality with other interfaces. 

		Fine grained / rich functionality must be delivered in specific area´s to address e.g. technology specific requirements (e.g. in case of Resource Configuration Management)

		BUT: consideration of the richness to support the business process in an appropriate way vs. business benefit for all standard interface implementers. 



Requirements

Non Functional
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		Standardized / Open



	The interface has to be based on unambiguously standardized specification, which does not allow room for interpretation. The specification and related artifacts must be freely available and useable for everyone 

		This is a prerequisite to enable compatibility between interface implementations of different vendors



		Mature / Stable



	The interface must be stable and mature, to avoid expensive changes on implemented interfaces. (Ideally there is no requirement for change any more). 

		Prerequisite: the interface specification has to be faulty – free before it is released to the market. 

		Prerequisite: the managed OSS domain does not change very often. 

		This helps also to avoid backward incompatibility by avoiding continuously changing interface specifications. 
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		De-coupled



	Changes in the application or in the interface implementation at one of the communication partners may not lead to the need for changes in the application or in the interface implementation of the other communication partners. 

		This is a prerequisite to ensure, that changes in one OSS system will not impact other OSS, to avoid dependencies between OSS applications which might lead to high costs for the impacted communication partners and to enable 1x N integrations 



		Evolutionary



	OSS interface shall re-use already existing, widely adopted and mature IT standards (e.g. transport protocols) to avoid “reinventing the wheel”. 

		This will reduce cost and effort to create and to implement new technologies and. 



		Independent



	The interface specification must be independent from underlying infrastructure.

		This will allow to re-use the same interface implementation in different environments, without dependencies on vendor specific capabilities, (e.g. the specification has to be independent from Hardware, Operating System, Bus – Environment, etc. …) to avoid costs for the customization of interface implementations due to environmental dependencies of the specification.   







Requirements
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		Certifiable



	It must be possible to certify the standard compliancy of the interface implementation. 

		This will allow to verify, that the interface implementation is compliant with the standardized interface specification to avoid compatibility problems between interface implementations of different communication partners. 



		Compatible



	It must be possible to implement a new version of an interface specification at one of the communication partners, while the other communication partners still use an old version of the interface specification. This mixed versions of interface implementations can be used without any impact on the communication partners or the interface implementations of the communication partners.        

		The implementation of the new interface version at one of the communication partners must ensure the mapping according to the interface specification. 

		This will allow to implement new interface versions in a productive environment without the cost and effort to upgrade all other communication partners (a real business need might lead to the upgrade sooner or later, but this can be decided by the owner of the “old” communication partner itself. Immediate upgrades are often difficult or simply impossible, e.g. in B2B integration scenario´s). 



		Interoperable



	The interface implementation shall be based on an interoperable portfolio of interfaces / interface specifications to support different OSS business processes using a common architecture and a common information model.

		This will allow the implementation of complex business scenarios, spanning different integrated OSS components, using a common, well known interface environment without complex mapping of information models.



Requirements

Non Functional
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		Scalable



	No performance constraints caused by the interface specification or the implementation. 

		The specification or the selected implementation technology may not result in performance issues. 



		Secure



	The interface has to be able to ensure confidentiality, integrity and availability of the data, which is transferred by the interface.  



		Reliable / Integrity



	The interface implementation has to ensure the reliability and the integrity of the data, which is transferred by the interface. 

		This is a basic requirement to be able to use an interface in a productive environment



		Adopted & Verified



	Widely adopted and verified, so that every vendor supports it.

		This means, that it is possible to implement the interface efficiently (low cost and effort) because there is know how in the market, the interface specification is widely accepted and proven to be useful and it´s already available as part of OSS COTS packages.

		



Requirements

Non Functional
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Requirements

Functional

Introduction

	The functional requirements for the FM interface describe the mandatory and some optional requirements for the Fault Management API between EMS and NMS from an FM business point of view. The optional requirements are not intended to be complete, but mention some of the most likely needed optional features for the API. It does not define the functional capabilities needed on EMS or the NMS system itself, although there are some requirements in this area's mentioned to serve as a basic information to understand the needed capabilities on system level (they can be used for EMS/NMS vendor selection processes)
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		X.733 Event/Alarm Attributes 



	The Event/Alarm must contain structured information according to the X.733 specification 

		Description: The attributes of the Event/Alarm-object shall follow the X.733 standard definition (for details see X.733 specification in chapter Appendix) 



	Short overview of attributes:

	The yellow marked attributes 

	are sufficient for the interface,

	that means, that they have to

	contain a useable value.

    (the others are optional in this 

	specification. The interface 

	and the connected systems 

	must work in a proper way, if 

	the optional attributes do not 

	contain any value).





	Special remarks: 

	* The Event/Alarm has to be encoded in ASCII

	* The “Date” attributes will have the following format:    DD.MM.YYYY 

	* The “Time” attributes will have the following format:    hh:ss

		Rational: X.733 is widely used as a standard for the specification of a generic Event/Alarm. The attributes, as well as the state model and the behavior of the model are quite stable since more than 15 years now. So that this seems to be a commonly accepted definition for the FM interface, which can be adopted to create an “implementation-ready” standardized API. 

		Interface Level: Simple_Generic  / Refined 		Priority: High / Mid / Low



Requirements

Functional

Additional information from SQM oriented data sources 

(e.g. KPI, DATASOURCE, STIME, etc. …) will be part of the „Additional Text“ attribute.

The Notification ID must be unambiguous to resolve the clear-problem and the synchronization problem (see specific requirements later on)
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Requirements

Functional

		Event/Alarm Transport 



	It must be possible to send (Server) [and receive/listen to (Client) Event/Alarms]

	The data transport must be reliable (see “non-functional” requirements)

		Description: 



	* EM – systems (FM Servers) can distribute (send) Event/Alarms according to X.733 Event/Alarm – Structure specification. 

	[* NM – systems (FM Clients) can receive/listen to Event/Alarms according to X.733 Event/Alarm – Structure specification. (“NM send” is not required)]  

		Rational: This is a basic and generic requirement for an FM interface. 

		Interface Level: Simple_Generic  / Refined 		Priority: High / Mid / Low



		Clear – Event/Alarm Transport 



	It must be possible to send [and receive/listen to] “Clear” Event/Alarm events

		Description: The interface specification has to support “Clear” events, according to the X.733 specification. EM systems (Servers) should be able to deliver “Clear-Event/Alarm” events, which can be unambiguously mapped on related Event/Alarm events (See “Clear Correlation” requirement later on). The NM system (client) must be able to handle the Clear Event/Alarms. The interface specification has to support this capability. It has to be considered, that (although the interface might be able to handle Clear – Event/Alarms) the EMS might not support Clear-Event/Alarm. Fault Management / Incident Mngt. Processes cannot rely on the availability of this EMS capabilities !

		Rational: Support for Clear – Event/Alarms improve the ability of Network Operators to understand the actual status of NE´s -> do they deliver the NE – service, or are there still open faults in the NE which might impact the NE-Service and eventually other subsequent End-user-Services. Clear Event/Alarms reduce the costs for operational processes, because they reduce the effort to identify the status of NE´s. Without Clear Event/Alarms, the operator has to perform additional tests to verify the actual NE status.  

		Interface Level: Simple_Generic  / Refined 		Priority: High / Mid / Low
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Requirements

Functional

		Unambiguous Notification ID 



	It must be possible to correlate between „Clear“ – Event/Alarm and the original Event/Alarm, by using an unambiguous Notification ID (which shall be a combination of the numerical Notification ID and the “Managed Object” [details on requirements for the managed object see later on])

		Description: A unique and unambiguous Notification ID is a prerequisite to enable the NMS to correlate between “clear” – Event/Alarms and original Event/Alarms. It´s not allowed to use a combination of different attributes to create unambiguousness 



	The EM will send a “Clear” – Event/Alarm, as soon as the incident, which caused the original Event/Alarm, does not exist any more. The NMS needs to be able to correlate between the Clear – Event/Alarm and the original Event/Alarm. So the EM system must be able to deliver “Clear-Event/Alarm” events, which can be unambiguously mapped on related Event/Alarm events. The interface specification has to support this capability. Although this is a general requirement for EM systems and out of scope for this requirement specification for the interface itself, there must be an interface specification which describes the usage of the Event/Alarm attributes, so that the relation between Event/Alarm and Clear-Event/Alarm can be uniquely identified. 

	Remark: The requirement is different to the correlation mechanism described in the document “ITU-T X.733  correction” attached to this document (see Appendix)

		Rational: The actual X.733 mechanisms used to correlate between “Clear” – Event/Alarms and the original Event/Alarms are inefficient and complex. They lead to complex and expensive implementations of FM interfaces, especially to be able to deliver NM support for Event/Alarm Correlation (Clearing) and Re-Synchronization.  

		Interface Level: Simple_Generic  / Refined 		Priority: High / Mid / Low
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Requirements

Functional

		Event/Alarm Query  



	It must be possible for the server (NM) to query all active Event/Alarms. 

		Description: The interface has to support the “Synchronization” functionality of the NM system. That means, the NM system can use a “query” functionality of the interface to get all Event/Alarms, which are known by the EM system (during the time of the “query” – command) and which do not have the perceived-severity: “cleared” 



	Remark: This capability requires the “unambiguous Notification ID” (see related requirement)

		Rational: This functionality allows to implement a synchronization mechanism in the NM – system. In case of an undefined state of the Event/Alarm – data in the NM system (e.g. caused by a restore of the NMS database), the NM system can send a query to the EMS to synchronize between EMS Event/Alarm – data and NMS Event/Alarm – data.

		Interface Level: Simple_Generic  / Refined 		Priority: High / Mid / Low
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Requirements

Functional

		Heartbeat



	The interface has to support a heartbeat capability which allows EM to send heartbeats and NM to receive/listen to heartbeats. 

		Description: The interface has to support the EM heartbeat signals to the NM. This functionality allows to indicate, that the EM and the connection between EM and NM and is up and running. 

		Rational: The heartbeat functionality ensures, that the NMs is able to inform the operator about a connection loss between EM and NM (alarming of connection-loss and clearing if connection is back)

		Interface Level: Simple_Generic  / Refined 		Priority: High / Mid / Low



		Simple Trace and Logging 



	The interface must deliver a simple “trace and Logging” functionality (in readable text format)

		Description: The interface must allow to log all commands, including the content of the Event/Alarm (send, receive, query, etc. …) in simple, human readable text format (no hex or binary, etc. …) to support the error-analysis of the interface itself. The logging/tracing functionality is configurable. 

		The level of details can be configured

		All attributes of the Event/Alarm can be used as to configure trace – masks 

		Masking of attributes

		Masking of attribute- content

		Logging of interface problems / errors

		Rational: The goal is to enable the operator/administrator to restore a connection problem between EMS and NMS very quickly.

		Interface Level: Simple_Generic  / Refined 		Priority: High / Mid / Low
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Requirements

Functional

		“Managed Object Instance” Attribute Information Structure  

		Description: The information in the “managed object” attribute of the X.733 Event/Alarm must allow a clear and unambiguous identification of the component (HW or SW), which is the originator of the Event/Alarm. 



	* The managed object, as an attribute of the basic generic Event/Alarm – Object, shall not contain any detailed topology information. The assumption is, that the NMS will use an inventory database (internal or external) to map between managed object instance and inventory topology tree if needed.

    * The basic assumption for this is, that there is a one-to-one mapping between managed object instance and the inventory information, so that the instance can be unambiguously identified.  If this is not the case, the instance must contain a very simple and standardized methodology to describe the relationship between the first unambiguously identifiable object and the related not-unambiguously identifiable object, which is the originator of the Event/Alarm. 

  * NMs Requirement (specific for the NMS – Layer): As soon as the Event/Alarm information leaves the area of the local network and the managed object attribute value does not deliver unambiguously any more, the network manager will add additional information, the “NameSpace” - string to the Managed_Object_Identifier attribute (Proposal: Company_Name + Technology-Domain   “VodafoneUK;Access”), so that it is unambiguous in the larger context again. (Remark: the name of the EMS should be part of the “additional information” attribute, and not part of the MO_ID)

 * Here the general proposed structure of the “Managed Object Instance” attribute:  

	Managed Object Instance ::= <NameSpace.>*<MO_Name> <;MO_Detail>*

		NameSpace::=<Global IdentifierString>		(see NMS Requirement above)

		MO_Name ::= <Ressource_Name>|<Inventory_Name>	

		The Ressource_Name is delivered by the Ressource or the EMS itself. This name might be enriched or normalized on EMS or NMS layer with some information from Inventory systems, e.g. topological Information.   

		Example: Inventory_Name::=<Hostname>|<Service>|<Serviceelement>|<ResourceGroup>|<UseCase>|<UseCaseSubtype>| ...

		MO_Detail ::=<Blocknn>|<Racknn>|<Slotnn>|<Portnn>|<IP_address>|… 

		(The MO_Detail information is delivered by the Ressource or the EMS itself. It adds information about the detailed origin of the alarm as far as this is known by the Ressource or the EMS. There is no limit on the number of topological elements, but it should be limited to an absolute minimum, just to the number which is really necessary to unambiguously identify the defective component.  



 * A semicolon is used as a delimiter between the structural components of the Managed Object Instance. 
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Requirements

Functional

		Topology independent Event/Alarm retrieval 



	No dependency of Event/Alarm retrieval on topology information 

		Description: Event/Alarm retrieval may not depend on the existence of a complete resource topology information in the Event/Alarm. Although this is a topic for the behavior of the NMS and not part of the interface, it has some critical consequences for the overall FM approach. The following topic will describe the requirement on information structure of the managed object in the Event/Alarm. 

		Interface Level: Simple_Generic  / Refined		Priority: High / Mid / Low



		1 X N Connectivity



	1 NM Interface might be connected to several EM´s (1 X N) 

		Description: The API specification must allow to connect one NMS to multiple EMS. (This might have an impact on addressing – mechanisms in the API) 



	Furthermore the API specification must allow to split the incoming Event/Alarm traffic between different instances of the same API implementations to avoid overload situations in one API instance.

		Rational: This capability allows to reduce the effort for the maintenance of several different Client- side interfaces 

		Interface Level: Simple_Generic  / Refined 		Priority: High / Mid / Low
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Requirements

Functional

		Interface Robustness



	No interface dependencies on availability between NM and EM, if one of the EMs (Server)  communication partners is not available 

		Description: An outage of one or more Event/Alarm – sources (e.g. EM is down) may not lead to any impact on the connectivity between NMS and other Event/Alarm – sources.

		Rational: Avoid complex behavior of Event/Alarm interfaces. It must be still possible to monitor the remaining Event/Alarm-sources (Elements) during the time then one or more EMS´s are down. 

		Interface Level: Simple_Generic  / Refined 		Priority: High / Mid / Low



		Extendibility 



	The interface can be extended and refined, from basic setup to more complex implementations without impact on the other communication partners. 

		Description: It must be possible to use a very simple, basic setup of the API in one side of the communication partners, and a more complex API on the other side of the communication partners (which contains the “simple” API as the basic core) without disturbing the communication. That means, that there is a stable basic core, which can be extended and optionally used, but there is no dependency on all communication partners to use the extensions (as long as it is not part of the common standard itself).

		Rational: Avoid dependencies between server and client. But, at the same time, enable complex interactions, to support complex NE behavior.

		Interface Level: Simple_Generic  / Refined 		Priority: High / Mid / Low
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Requirements

EM specific functional support for the interface specification 

		Reliable Event/Alarm Communication (supported by EM) 



	* EM buffers Event/Alarms if they cannot be send to the NM

	* EM sends Event/Alarms immediately as soon as the connectivity to the NM is up again

		Description: The main intention of this requirement is, to ensure that no Event/Alarm is lost, when NMS goes down (caused by NMS problems or by maintenance work). X.733 (relates to X.710 for Events) requests a logging mechanism for Events on the originator site. This enables the NMS to synchronize with it´s data sources as soon as the NMS is back again.  this is a requirement for the EMS



	Another problem might occur, when the transport mechanism between EMS and NMS is not available. To ensure, that the operator is aware about the malfunction of the interface, which will uncouple him from the ability to retrieve and to monitor Event/Alarms. This situation cannot be handled by the interface itself, but it can be handled either on EMS site (X.733 specifies a confirmation event which has to be delivered by the NMS, as soon as the NMS receives the Event/Alarm.) and/or by the NM system (e.g. via regular queries to the EMS [heartbeat]).  These requirements have to be supported by EMS and NMS. The Interface itself has to support the confirmation of “send – events” and it has to support “queries”.    

		Rational: Ensure, that no Event/Alarm is gets lost, if the NMS or the interface to the NMS goes down.

		Interface Level: Simple_Generic  / Refined 		Priority: High / Mid / Low



		EM Heartbeat Message



	EMs will send heartbeats in regular (configurable) intervals to NM. 

		Description: The EM will send heartbeat signals to the NM in regular intervals (configurable intervals) to indicate, that the EM and the connection between EM and NM and is up and running. 

		Rational: The heartbeat functionality ensures, that the NMs is able to inform the operator about a connection loss between EM and NM (Event/Alarming of connection-loss and clearing if connection is back)

		Interface Level: Simple_Generic  / Refined 		Priority: High / Mid / Low
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Requirements

NM specific functional support for the interface specification 

		Re-Synchronization



	The NMs must be able to synchronize the own Event/Alarm-list with the EMs Event/Alarm-lists 

		Description: The NMs will use the Query – functionality of the FM interface to synchronize the own Event/Alarm – list with all EMs Event/Alarms with a Perceived Severity ≠ “Cleared”. This functionality will be invoked automatically by re-connection of the NMs with the EMs after startup of the NMs or the interface 

		Rational: This capability ensures, that the Event/Alarm – lists of the EMs and the NMs are always synchronized.

		Interface Level: Simple_Generic  / Refined 		Priority: High / Mid / Low
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Requirements

Technology

Introduction

	There are no technology / implementation specific requirements beside a selection of preferred communication profiles to guarantee interoperability between vendors who deliver the standard FM API, but use different types of communication profiles. It would be an ideal solution, if vendors deliver all preferred communication profiles as a part of their products. If this is not achievable, the number of supported profiles should be restricted by the standard itself, to avoid a flood of additional components needed to translate between the profiles
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Requirements

Technology

		Preferred Communication protocol profiles

		Description : Preferred communication profiles in descending order of preference:



… ????

		Rational: The preference allows to concentrate on a small number of well known communication profiles. It shall help to lower the integration tax, which is needed to map between different communication profiles.  

		Interface Level: Simple_Generic  / Refined 		Priority: High / Mid / Low





		Minimized number of Interface Components



	Minimized number of SW/HW components needed to realize the integration (the interface technology has to support this requirement)

		Description: The number of SW / HW components needed to implement the interface should be limited to an absolut minimum. 

		Rational: To avoid cost and effort for operation and maintenance of additional components needed to implement the interface

		Interface Level: Simple_Generic  / Refined 		Priority: High / Mid / Low



Not specified yet.
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Dependency Event & Inventory Data
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Event

		1:1 Relation between Event Managed Object Instances and Inventory Managed Object Instances





		If MO Identifiers used/provided by the inventory component of an element manager need to be mapped to meet naming  requirements of the inventory database, the same mapping must be applied to the MO identifiers in the event. The corresponding is true if mapping is driven by event naming requirements.

		If MO identifiers of events and inventory within an element manager are different, the difference must be eliminated before the above mapping can be applied

		Rational: an event must be unambiguously related to a known object instance (in the inventory)

		Priority: High / Mid / Low
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Standardized
Specification





Parameter name RegTnd | Rsp/Conf
Tavoke identifier B B
Mode P -
Managed object class B B
Managed object instance P P
vent type M
vent time P —
vent information
‘Probable cause M -
Specific problems U -
Perceived severity M —
‘Backed-up status U -
Back-up object C —
Trend indication U -
Threshold information C —
Notification identifier U -
Correlated notifications U —
State change definition U -
Monitored attributes U —
‘Proposed repair actions U -
Additional text U —
Additional information U -
Current time - B
vent reply — —
Errors - B
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