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1 Feature Identification

	Feature Status
	TIP TC study

	Program Name
	TM Forum Interface Program

	Type
	Interface and model Development

	Team/Project Name
	TIP R&SA/ Resource Fault Management Harmonization

	Expiry Date of Activity
	November 14, 2008

	CRs and Sponsor(s)
	Sponsors:
· Andreas Buschmann

Vodafone

 
· Giuseppe Ricucci

Telecom Italia

No TIP CRs for this study.

	Team Leader
	Marc Flauw

	Editor
	Marc Flauw

	TMF Staff Support
	Antonio Plutino

	Open Call Date & Method
	TIP distribution


Table 1 – Feature Identification

2 How to use this document

2.1 Purpose of this type of document
This type of document serves a number of purposes. It is:

· A vehicle for the consolidation of results of various studies into the support of the specific feature in TIP that have been carried out by interested parties working within the Resource and Service Assurance Team.

· A summary recommendation to be fed to the Interface Program’s Steering Team to help in feature prioritization decision-making.
· A basis for the feature scope specification and mandate that will be given to the working team.
· A summary of the feature with references that can be handed to the working teams in TIP to assist their work.
2.2 This document

This document is a study document on Resource Fault Management Harmonization. 
Today, in the TIP ecosystem, 2 different sets of specifications exist:
· OSS/J Fault Management API (JSR 263)

· MTOSI Resource Trouble Management (TMF518_RTM) and the similar requirements in TMF 513 (basically the MTNM requirements on FM)
The goal of this study is to compare the 2 sets of specifications and propose recommendations for the Resource Fault Management team that will build the interface. 
2.3 Areas Not Covered

None. 
2.4 Document structure
This document is divided into the following sections:

· 3.0 Executive Summary and Recommendations 

· Provides the recommendations for assessment by the TIP-ST, the TPC and CCB 

· 4.0 Background Information

· Provides background information for this study

· 5.0 Detailed Analysis – Information Model, Operations and Migration

· Provides an overview of the problem space

· Identifies the way the solution is expected to be applied and highlights the impact on the business and the Operations System

· Provides more detailed business requirements and cases

· Identifies the model that results from the analysis

· Puts the work in the context of the work of other groups inside and outside TM Forum
· Identifies what is not intended to be covered
· 6.0 Conclusions and Recommendations

· Details the conclusions and recommendations

· 7.0 Impacts on Other TM Forum Projects and Relationships with Industry Groups
· Impact on eTOM, TAM and SID

· Relations with Industry groups

· 8.0-10.0 References, Abbreviations and Additional Material

· Provides background material and identifies areas for further study

3 Executive Summary
This section provides a summary of work. The recommendations are provided in later sections. This avoids repeating much of the text.
3.1 Proposed Feature Development

The following tables summarize the essential recommendations. It should be noted that the “Effort” column is included to help identify feature phasing and for the working team to use as an “out of scope” measure. 

The detailed recommendations are provided in section 6. Please refer to this section or to the list just below the table for details on the work items.
	No.

	Feature Area
	Work Item / Feature Name
	Depend-encies

	Proposer/

Sponsor
	Urgency
	Importance
	Effort

	Product Release

	RFM1
	R&SA
	Resource Alarm Management

	TIP Framework
	TIP TC, Vodafone, Telecom Italia
	CY09
	1
	Large
	TIP 1.0

	RFM2
	R&SA
	Alarm Control
	TIP Framework
	TIP TC
	CY09
	2
	Medium
	TIP 1.0

	RFM3
	R&SA
	Normalization of probable causes
	RFM1
	TIP TC
	CY10
	3
	Medium
	TIP 1.0?

	RFM4
	Backup & Redundancy
	Resource Protection
	TIP Framework
	TIP TC
	CY09
	2
	Medium
	TIP 1.0

	RFM5
	R&SA
	Maintenance

Services
	TIP
Framework; R&SA T&D
	TIP TC
	CY09
	N/A
	Medium
	TIP 1.0

	RFM6
	R&SA
	Threshold Crossing Alarms
	RFM1
	TIP TC
	CY09
	2
	Medium
	TIP 1.0

	RFM7
	R&SA
	Alarm Delegation
	RFM1
	TIP TC
	Deferred
	Deferred
	Medium
	Deferred

	
	
	
	
	
	
	
	
	


Table 2 – Proposed Work Items and Features 
· RFM1 (Resource Alarm Management): Include (in terms of general requirements but not necessarily the specific content and formats) OSS/J AlarmMonitoringSession, AlarmCreationSession and AlarmDelegationSession and MTOSI AlarmRetrievalService and AlarmHandlingService. It includes RFM1.1 Alarm modeling alternative, RFM1.2, Harmonization of Alarm Operations and  RFM1.3, Harmonization of Alarm Attributes.
· RFM2 (Alarm Control): Include (in terms of general requirements but not necessarily the specific content and formats) MTOSI AlarmControlService, AlarmSeverityAssignmentProfileRetrievalService and AlarmSeverityAssignmentProfileControlService 
· RFM3 (Normalization of probable cause for resource fault management (RM0012))
· RFM4 (Resource Protection): Include (in terms of general requirements but not necessarily the specific content and formats) MTOSI ProtectionControlService and ProtectionRetrievalService. To be handled by the Backup & Redundancy team. 
· RFM5 (Maintenance Services): Include (in terms of general requirements but not necessarily the specific content and formats) MTOSI Maintenance Service
· RFM6 (Threshold Crossing Alarms): Include (in terms of general requirements but not necessarily the specific content and formats) Threshold Crossing Alarms from MTOSI and the alarm attribute Threshold InfoType/ Threshold Type.
· RFM7 (Alarm Delegation): part of OSS/J FM API
4 Background Information 
This section provides the background material that lead to the recommendation and that will be used as a basis for the development scoping document that helps constrain and guide the working team.
Today, in the TIP ecosystem, 2 different sets of specifications exist:
· OSS/J Fault Management API (JSR 263)

· MTOSI Resource Trouble Management (TMF518_RTM) and the similar requirements in TMF 513 (basically the MTNM requirements on FM)
The goal of this study is to compare the 2 sets of specifications and make plans to harmonize the two specifications into a common TIP FM specification. These specifications will be compared from a model perspective, in order to assess similarities and differences. The details of the profiles (Java, XML, WS) and “on-the-wire” information are not covered by this study. 
5 Detailed Analysis – Information Model, Operations and Migration
5.1 OSS/J Fault Management API (JSR 263) 

The OSS/J Fault Management API used in this study is V1.0, coming from the TMForum website (http://www.tmforum.org/browse.aspx?catID=4037&docID=6860 ).

In addition, the Tigerstripe model was used. This model is located under CVS in the private java.net project (https://jsr263-private.dev.java.net/ ). 
The API contains 3 interfaces: 

· JVTAlarmMonitorSession, allows for doing operations, like ack on the alarms, retrieving alarms and receiving the notifications

· JVTAlarmCreationSession, allows for creating alarms

· JVTAlarmDelegationSession, allows for delegation

While most OSS/J APIs use only a single session, the choice was made to use 3 for the following reasons:

· The JVTAlarmCreationSession was isolated to allow separate security on the create operation

· The JVTAlarmDelegationSession was isolated as it is an important functional block different from the standard operations provided in JVTAlarmMonitorSession

The usecase for the createAlarms is that of a top-level manager, like a Service Problem Manager (SPM) that has made some additional correlation and wants to create an alarm on a fault server.

The following diagram, extracted from the 3GPP Extension for Fault Management provides an overview of the Alarm object used in the FM API: 
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The diagram above does not show the details of all the attributes of the alarm. 

An Alarm is identified by an AlarmKey. The Key is a structured type that can be considered at a point in time as globally unique for the client. It is composed of a reference of the application (the fault management server in this case) and an object identifying the resource. For the alarm, the underlying identifier is a string unique for the alarm server exposing the service.

The Alarm object in FM API (javax.oss.fault.AlarmValue) inherits from BaseAlarm, defined in Common (javax.oss.shared.alarm.BaseAlarmValue) 

The fields of Base alarm are the following:
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+alarmChangedTime Date[0. 1]
+alammRaisedTime:Date[0.1]
+alarmType:AlarmType(0. 1]
+perceivedSeverity PercelvedSeverit{0. 1]
+probableCause:Stingl0. 1]
+specificProblem:String[0. 1]
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· alarmChangedTime, time of last alarm modification in the alarm list of the fault management server

· alarmRaisedTime, time the alarm was raised at the source

· alarmType, enum, mixing OSI and security alarm types

· perceivedSeverity, enum

· probableCause, string

· specificProblem, string, qualifies the probable cause

· originatingManagedEntityKey, identifies the MO associated to the alarm as a key

· originatingManagedEntityOid, identifies the MO associated to the alarm as a string

· systemDN, the fault manager system acting as alarm server. This is the system where the alarm list is stored. 

· alarmSpecificInfo, open class allowing extensibility

· alarmAckStatus, enum, Acked/UnAcked
· alarmClearStatus, enum, Cleared/Uncleared
· additionalText, string

The fields of Alarm in addition to the above are the following: 
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+acknowledgementTrackingRecord:TrackingRecord[0."]
+clearingTrackingRecord TrackingRecord(0. ]
+comments:Comment(0."]
+correlatedNotifications:CorrelatedNotification(0.”]
+notificationid:String(0..1]
+proposedRepairactions:String[0. 1]




· acknowledgementTrackingRecord, contains user id, system id, timestamp and description of the action done

· clearingTrackingRecord, contains user id, system id, timestamp and description of the action done

· comments, as a list of structured fields, including user id and timestamp in addition to the comment

· notificationId, string

· correlatedNotifications, list of MO instances and notification ids, used to correlate previously sent notif ids

· proposedRepairActions, string

The operations supported on the Alarm object are: 
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© +clear(TrackingRecord[0. 1]void
© +acknowledge(TrackingRecord0. 1])void
© +unClear(TrackingRecord[0. 1])void

© +comment(Comment0. 1]}void

© +unAcknowledge(TrackingRecord0. 1])void




· clear (ByKeys)

· acknowledge (ByKeys)

· unAcknowledge (ByKeys), optional

· unClear (ByKeys), optional

· comment (ByKeys), optional

The following operations are also available: 

· get (ByKeys or ByTemplate), coming from default, available on all Session interfaces

· getAlarmCount, available at JVTAlarmMonitorSession

· createAlarms, optional, available at JVTAlarmCreationSession

5.2 MTOSI Resource Trouble Management 

The MTOSI model used is the latest Rel 2.0 model that has been taken directly from the Gforge repository (svn.gforge.tmforum.org/svn/mtop/mtosi_2.0/main/DDPs).
The dependency structure of the MTOSI RTM with regard to other MTOSI DDPs is shown on the diagram below: 

[image: image6.emf]
The information needed to understand MTOSI RTM needs to be extracted from the 4 packages above.

MTOSI RTM contains the following interfaces:

· AlarmSeverityAssignmentProfileRetrievalService, allows for the retrieval of Alarm Severity Assignment Profiles and its associated Resources. The profiles map probable causes to the severities.

· AlarmSeverityAssignmentProfileControlService, allows for the creation / modification / deletion / assignment / deassignment of the Alarm Severity Assignment Profiles.

· AlarmControlService, allows for the setting on/off of the reporting of alarms per object.

· AlarmRetrievalService, allows for getting active alarms and alarm count.

· AlarmHandlingService, allows for doing ack/ unack on the alarms and threshold crossing alarms

· MaintenanceControlService, allows for performing maintenance operations

· ProtectionControlService, allows for performing protection commands

· ProtectionRetrievalService, allows for the retrieval of Protection Groups, Equipment Protection Groups, Termination Points involved in protection schemes and information on recent protection switches.

An overall view of the RTM interfaces is provided in the diagram below:

[image: image7.emf]
For operations, like Acknowledge, the alarm is identified by an AlarmId made of the following fields:

[image: image8.emf]
· objectName, represents the name of the entity that gave rise to the Alarm.
· layerRate, identifies the layerRate of the object raising the Alarm. Can be N/A for objects not supporting layers. 

· probableCause, identifies the type of Alarm raised against the object.
· probableCauseQualifier, used as the final component of the unique identification of the Alarm and is left blank where the objectName, layerRate and probableCause alone provide a unique identification of the alarm. The difference between X733_SpecificProblems and probableCauseQualifier is that X733_SpecificProblems is designed to be human readable and compatible with ITU usage.
The Threshold Crossing Alert ID (TCAId) is used to identify a TCA at a given point in time. It contains the following fields: 

[image: image9.emf]
· objectName, represents the name of the entity that gave rise to the Alarm.
· layerRate, identifies the layerRate of the object raising the Alarm. Can be N/A for objects not supporting layers. 

· pmParameterName, holds the name of Performance Measurements. It has been defined as a string to accommodate proprietary extensions.
· pmLocation, identifies the location of the PM measurement.
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· granularity, identifies the granularity (count period of the measure) for which the Threshold Crossing Alert was raised.
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The Alarm Notification is defined as part of the MTOIS NetworkResourceAssurance DDP. It inherits from EventInformation. EventInformation is defined as part of the Framework DDP. It inherits from CommonEventNotification, also defined in the Framework DDP.

[image: image12.emf]
The TCANotification for threshold Crossing Alerts is also defined as part of the NetworkResourceAssurance package and inherits also from EventInformation.

[image: image13.emf]
The CommonEventInformation has the following fields: 

[image: image14.emf]
· notificationId, contains the identifier of the event notification. The uniqueness and the sequence of the notificationIdentifier are not guaranteed.
· sourceTime, represents the time at which the event occurred at its source (typically the network element).
· additionalInfo, a vendor specific attribute that is used by the OS supplier to append additional parameters to the Event notification.
The EventInformation is adding the following fields: 

[image: image15.emf]
· objectType, identifies the type of the object associated with the event. The attribute is needed to allow simple notification filtering based on the object type.
· objectName, represents the name of the object against which the event notification is generated.
· osTime, represents the time at which the event occurred at the reporting OS.
The AlarmNotification adds the following fields to EventInformation: 

[image: image16.emf]
· acknowledgeIndication, identifies if the alarm has been acknowledged or not. In case the EMS does not support acknowledgement for this event or does not support acknowledgement at all NOT_APPLICABLE shall be used.
· additionalText, contains a free form text description to be reported. The requested OS is not required to understand the semantics of this field for interpretation of the notification.
· affectedPtPRefList, identifies all affected PTP names with respect to the given alarm.
· aliasNameList, contains a list of zero or more alias names for the object that raises the Alarm.
· isClearable, True if the alarm/event represents a condition that will not be cleared at a later time (or is itself a clear); False otherwise. MTOSI has alarms which have an explicit clear notification for every raise notification; on the other side there are alarms (mainly threshold crossing) which are cleared implicitly after a certain time (e.g., after 15 minute or 24 hours) ( there will never be a clear notification for this alarms.

· isEdgePointRelated, indicates whether the event is related to a Termination Point (TP) at the edge of a subnetwork.
· layerRate, identifies the layer rate to which the Alarm is relevant to.
· nativeProbableCause, identifies the Probable Cause as portrayed on the target OS user interface. This came from MTNM and it was used to represent the probable cause as seen at the EMS user interface. We carried this over to MTOSI and modified the meaning to be the probable cause as seen at the target OS user interface. The point is that the value on the user interface and the value over the “interface” could be different. For some reason, the equipment suppliers thought it was important to also have the user interface value transferred over the interface

· perceivedSeverity, identifies the severity of the Alarm.
· probableCause, identifies further qualification as to the Probable Cause of the alarm. No other string than the ones defined in supporting document SD1-33_ProbableCauses shall be used for this field.
· probableCauseQualifier, may further qualify the source of the Alarm.
· rootCauseAlarmIndication, indicates whether an alarm is a raw (uncorrelated) alarm or a root cause alarm indication.
· serviceAffecting, identifies whether the Alarm has affected service.
· X733_AdditionalInformation, when present in an alarm notification, allows the inclusion of a set of additional information in an alarm notification. The same information can be directly encoded as separate parameters of the notification. However, this parameter is retained for consistency with ITU-T X.733.

· X733_BackedUpStatus, when present in an alarm notification, specifies whether or not the object emitting the alarm has been backed-up, and services provided to the user have, therefore, not been disrupted.
· X733_BackUpObject, when present in an alarm notification, specifies the object that is providing back-up services for the object about which the notification pertains.
· X733_CorrelatedNotificationList, when present in an alarm notification, contains a set of Notification identifiers and, if necessary, their associated object names. This set is defined to be the set of all notifications to which this notification is considered to be correlated. The source object name shall be present if the correlated event report is from an object other than the one in which the Correlated Notifications parameter appears.

· X733_EventType, when present in an alarm notification, classifies the alarm into one of the five basic categories specified in ITU-T X.733.
· X733_MonitoredAttributes, when present in an alarm notification, defines one or more attributes of the managed object and their corresponding values at the time of the alarm.
· X733_ProposedRepairActionList, when present in an alarm notification, is used if the cause is known and the system being managed can suggest one or more solutions (such as switch in standby equipment, retry, replace media).
· X733_SpecificProblems, when present in an alarm notification, identifies further refinements to the Probable Cause of the alarm. It is similar to ProbableCauseQualifier, but this parameter is designed to be human readable and compatible with ITU usage.

· X733_TrendIndication, when present in an alarm notification, specifies the current severity trend of the object. If present it indicates that there are one or more alarms ("outstanding alarms") which have not been cleared, and pertain to the same object as that to which this alarm ("current alarm") pertains.
The TCANotification adds the following fields to EventInformation: 
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· acknowledgeIndicator, identifies if the alarm has been acknowledged or not. In case the EMS does not support acknowledgement for this event or does not support acknowledgement at all NOT_APPLICABLE shall be used.
· aliasNameList, contains a list of zero or more alias names for the object who raise the Alarm.
· granularity, defines the granularity of the TCA. For current instantaneous measurements the granularity does not apply.

· isClearable, True if the alarm/event represents a condition that will not be cleared at a later time (or is itself a clear); False otherwise.
· isEdgePointRelated, indicates whether the event is related to a Termination Point (TP) at the edge of a subnetwork.
· layerRate, identifies the layer rate to which the Alarm is relevant.
· perceivedSeverity, identifies the severity of the Alarm.
· pmLocation, identifies the location of the PM measurement.
· pmParameterName, identifies the name of the Performance Measurements. It has been defined as a string to accommodate proprietary extensions.
· thresholdType, identifies the type of the threshold which has been crossed.
· thresholdUnit, identifies the unit of the measurement of the threshold that has been crossed in a free format string.
· thresholdValue, identifies the details of the threshold that has been crossed (real used to incorporate gauge PM parameters).
The operations provided at AlarmHandlingService level are

· acknowledgeAlarms

· unacknowledgeAlarms
There is no notion of mandatory/optional at information model level but from a protocol neutral point of view all operations are optional since they all can issue the exception "not implemented".

The operations provided at AlarmRetrievalService level are

· getActiveAlarmsCount, return a count as integer

· getActiveAlarms, return a list of alarm notifications
Both operations can accept a filter, defined in Table 3-1 of TMF518_RPM. MTOSI Rel. 2 also allows for general attribute matching based filters (XPath is used to express the filters). 
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5.3 OSS/J – MTOSI Comparison 

Trying to match the services offered by each group, we have a much contrasted picture

	OSS/J 
	MTOSI
	Note

	AlarmMonitorSession
	AlarmRetrieval Service

AlarmHandlingService
	More services for OSS/J: clear, unclear, comment

	AlarmCreationSession
	No equivalent
	

	AlarmDelegationSession
	No equivalent
	

	No equivalent
	AlarmSeverityAssignmentProfileRetrievalService,

AlarmSeverityAssignmentProfileControlService
	

	No equivalent
	AlarmControlService
	

	No equivalent
	MaintenanceControlService
	

	No equivalent
	ProtectionControlService,
ProtectionRetrievalService
	


The above table shows clearly that the 2 interfaces do not have the same target:

· The OSS/J FM API aims at being the interface of the Resource Trouble Management system that handles alarms, but does not generate them. It offers additional operations like comment that are not usually available on simple alarm lists of a device or an EMS. 

· The MTOSI API aims at covering NMS and EMS cases. The ASAP services and the AlarmControl services are features typically only used by an EMS. Another interesting point is that MTOSI does not have the notion of an alarm id. 4 fields (objectName, layerRate, probableCause and probableCauseQualifier) are required to identify an alarm uniquely. Furthermore, the MTOSI API has Maintenance and Protection control services that are usually targeted at a device or an EMS, but not at a RTM system

The following work items were identified and are proposed:

· Resource Alarm Management

· Include (in terms of general requirements but not necessarily the specific content and formats) OSS/J AlarmMonitoringSession, AlarmCreationSession and AlarmDelegationSession and MTOSI AlarmRetrievalService and AlarmHandlingService 

· Recommendation: Should be a separate work item to be delivered as a separate interface package.

· Justification: common Fault Management part between OSS/J and MTOSI, excluding EMS specific features, like Alarm Control or ASAP management
· Alarm Control

· Include (in terms of general requirements but not necessarily the specific content and formats)  MTOSI AlarmControlService, AlarmSeverityAssignmentProfileRetrievalService and AlarmSeverityAssignmentProfileControlService 

· Recommendation: Should be a separate work item to be delivered as a separate interface package.

· Justification: only used for control the generation of alarms on a device (or an EMS). Not applicable for a general RFM system

· Normalization of probable causes for resource fault management (RM0012)

· Recommendation: Should be a separate work item to be delivered separately. Probable Cause is already identified as a string in both MTOSI RTM and OSS/J FM.

· Justification: This item got one of the lowest rating of the survey. It would require a lot of interactions with other standard bodies likely to delay the RFM work. 
It is proposed to transfer the following items from the study:

· Resource Protection

· Include (in terms of general requirements but not necessarily the specific content and formats) MTOSI ProtectionControlService and ProtectionRetrievalService  

· Recommendation: Should be a separate work item linked to the work done by the TIP Backup & Redundancy study 

· Justification: Directly related to Backup & Redundancy
· MTOSI Maintenance services 

· Recommendation: Should be covered by the Test & Diagnostic study. 

· Justification: Directly related to T&D and not directly related to FM

· Threshold Crossing Alerts (TCA) 

· Recommendation: Should be covered by the yet to be formed PM sub-team of the R&SA team. Let the PM team at a later stage decide what to include. 

· Justification: Need to be defined by PM subteam (to be formed under the R&SA team at some future point in time) as it is closely related to Performance Mgt choices

It is proposed to exclude the following items from the study: 

· OSS/J Alarm Delegation 

· Recommendation: Deferred. Exclude from current Resource Fault Management scope. 

· Justification: complex and not supported by most FM systems

5.4 MTOSI – OSS/J Harmonization for Resource FM

This section will focus on the AlarmRetrievalService and AlarmHandlingService for MTOSI and on the AlarmMonitorSession and AlarmCreationSession for OSS/J.

5.4.1 Operation comparison
The comparison of the operations supported is shown in the table below:
	OSS/J 
	MTOSI
	Note
	TIP 
Recommendation

	getAlarmsByKeys (

[in] alarms: AlarmKey[*],

[in] attrNames: String[*], 

[out] AlarmValue [*] )
	getActiveAlarms (
[in] filter : ActiveAlarmFilter = CIS Null,
[out] alarmReply : AlarmList [*] = NA )
	Difference in the filtering part. OSS/J uses only the ByTemplate pattern while MTOSI introduces a more general filter
	Present on both interfaces. Needed for TIP. Arguments to be defined later. Any possible filter might be too much for an EMS and needs to be aligned with TC recommendation.

	getAlarmsByTemplate (
[in] template: AlarmValue, 

[in] attrNames: String[*], 

[out] AlarmValueIterator )
	
	
	

	update 
	
	OSS/J pattern equivalent to a set 
	Useful when FM system is keeping the alarm as objects

	getAlarmCount (
[in] alarmCountMask: AlarmCountRequestMask = int (1 bit per status + all + ack,

[out] AlarmCounts = 1 int per count)
	getActiveAlarmsCount (
[in] filter : ActiveAlarmFilter = CIS Null,
[out] activeAlarmCount : Integer = NA )
	OSS/J has only simple filtering criteria (ack, clear and severity) but can return several counters in one call while MTOSI introduces a more general filter. 
	Present on both interfaces. Needed for TIP. Arguments to be defined later. Any possible filter might be too much for an EMS and needs to be aligned with TC recommendation.

	acknowledgeAlarms         (

[in]  alarmKeys : AlarmKey[*],

[in] trackingRecord : TrackingRecord

[out] alarmKeyResult[*] )
	acknowledgeAlarms (
[in] alarmOrTcaIdList : AlarmOrTcaId [*],
[in] vendorExtensions : AttributeValuePair [*] = empty list,
[out] failedAlarmOrTcaIdList : AlarmOrTcaId [*] = empty list )
	Both work on alarm id. 

OSS/J adds a tracking record, 

MTOSI input contains an additional info for vendor extensions

Mandatory for OSS/J
	Present on both interfaces.
Needed for TIP.

EMS usually do not support acknowledge, so it should be optional to accommodate EMS case.

	unAcknowledgeAlarms(

[in]  alarmKeys  : AlarmKey[*],

[in] trackingRecord : TrackingRecord

[out] alarmKeyResult[*] )
	unacknowledgeAlarms (
[in] alarmOrTcaIdList : AlarmOrTcaId [*],
[in] additionalInfo : AttributeValuePair [*] = empty list,
[out] failedAlarmOrTcaIdList : AlarmOrTcaId [*] = empty list )
	Same as above
	Present on both interfaces.

Needed for TIP.

EMS usually do not support unacknowledge, so it should be optional to accommodate EMS case.

	clearAlarms              (

[in]  alarmKeys : AlarmKey[*],

[in] trackingRecord : TrackingRecord

[out] alarmKeyResult[*] )
	No equivalent
	Mandatory for OSS/J

Useful when dealing with high level alarms or when element is not sending clearance.


	EMS usually do not support acknowledge/clear, so it should be optional to accommodate EMS case.

	unclearAlarms       (

[in]  alarmKeys : AlarmKey[*],

[in] trackingRecord : TrackingRecord

[out] alarmKeyResult[*] )           
	No equivalent
	
	Might be needed for TIP.  Optional.
It would require keeping the clear state in a separate attribute.

	commentAlarms       (

[in]  alarmKeys :  AlarmKey[*],

[in] comment : Comment

[out] alarmKeyResult[*] )
	No equivalent
	
	Might be needed for TIP. Optional. 

	createAlarm  (
[in] alarm : AlarmValue
[out] alarmKey )
	No equivalent
	
	The createAlarms with a single alarm might be used to create only 1 alarm. 
So createAlarm might not be needed. 

	createAlarms  (
[in] alarm : AlarmValue [*]

[out] alarmKey[*]  )
	No equivalent
	
	Needed when a remote system wants to create an alarm in the FM system, assuming the FM system supports.


Note: an implementation can remove from the alarm list an alarm that is acknowledged and cleared. It is an implementation choice to decide when to remove it, so the unacknowledge and unclear might not work if the alarm has been removed from the alarm list. 

5.4.2 Attribute Comparison
The comparison on the fields of the Alarm is shown in the table below:

	OSS/J 
	MTOSI
	Note
	TIP Recommendation

	alarmRaisedTime
	sourceTime

… represents the time at which the event occurred at its source (typically the network element).
	MTOSI has no direct notion of an Alarm as an object. It is only as a Notification
	Accepted

	alarmChangedTime
	sourceTime

see above
	Same remark as above
	Accepted

	No equivalent
	osTime

…represents the time at which the event occurred at the reporting OS.
	Present in the notification only
	Might be nice to have it

	alarmType
	X733_EventType

…, when present in an alarm notification, classifies the alarm into one of the five basic categories specified in ITU-T X.733.

This is consistent with the ITU-T X.733 definition.

Value is one of the following:
- "communicationsAlarm",
- "environmentalAlarm",
- "equipmentAlarm",
- "processingErrorAlarm",
- "qualityOfServiceAlarm".
	Optional for MTOSI and X733 specific

Required for OSS/J and X733
	Accepted. Optional

	perceivedSeverity
	perceivedSeverity

… identifies the severity of the Alarm.
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	OSS/J does not have CLEARED in the perceivedSeverity. It is modelled as a separate attribute (alarmClearStatus), needed to allow the unclear operation.


	Accepted

	probableCause
	probableCause

This attribute identifies further qualification as to the Probable Cause of the alarm. No other string than the ones defined in supporting document SD1-33_ProbableCauses shall be used for this field.
	Both as strings, but MTOSI says that only values in SD1_33_Probable_Causes document can be used while OSS/J is leaving the string free
	Accepted as string.

No specific probable cause defined for RFM. Existing ones like the ones in MTOSI or in 3GPP can be used.  


	No equivalent
	nativeProbableCause

This attribute identifies the Probable Cause as portrayed on the target OS user interface.
	Necessary when people sitting at the EMS GUI would like to talk to people sitting at the NMS.
	More like an alias of the probable cause. 
Needed as the PC might have different displays between different systems. 

ProbableCauseAlias (as a list) might be a better term.  

	specificProblems
as a string
	X733_SpecificProblems,

…, when present in an alarm notification, identifies further refinements to the Probable Cause of the alarm.

Note: It is similar to ProbableCauseQualifier, but this parameter is designed to be human readable and compatible with ITU usage.

probableCauseQualifier

The probable cause qualifier attribute, when present, identifies further refinements to the probable cause attribute of the alarm, so as to correlate the “raise” and “clear” notifications of the same fault condition in case of ambiguity (i.e., when several different fault conditions give rise to the same values).  This parameter gives more detail about the alarm, e.g., it may further qualify the source.
	
	Accepted as probableCauseQualifier
Equivalent to OSS/J specificProblems. 

Remove the X733 one as they carry the same meaning.

	originatingManagedEntityKey

originatingManagedEntityOID
	objectName,

… represents the name of the object against which the event notification is generated.

objectType

… identifies the type of the object associated with the event. The attribute is needed to allow simple notification filtering based on the object type.
	Split in MTOSI to ease notification filtering
	Need both name and type for ease of filtering. 
MO will be both an opaque identifier and a string (possibly structured, containing MO, location…)  as it might be needed by the client for navigation/ filtering. 

	No equivalent
	aliasNameList

… contains a list of zero or more alias names for the object who raise the Alarm.
	MTOSI can have aliases for the object name
	Accepted

	systemDN
	No equivalent
	The fault manager sending the alarm
	Accepted. Different from the address in the message header. 
In MTNM, buried in the name of the object. 

Might be useful for doing cooperative ack between NMS and EMS.

	alarmSpecificInfo
as an empty class
	additionalInfo,

… is a vendor specific attribute that is used by the OS supplier to append additional parameters to the Event notification.

X733_AdditionalInformation

…, when present in an alarm notification, allows the inclusion of a set of additional information in an alarm notification.

This is consistent with the ITU-T X.733 definition.

Note: The same information can be directly encoded as separate parameters of the notification. However, this parameter is retained for consistency with ITU-T X.733.
	Not clear why 2 attributes in MTOSI. OSS/J attribute is closer to additionalInfo
	Accepted. It is more like a vendorExtension. 
Need to align the name with the attribute defined by the Framework.  

Only use 1 single attribute. 

	alarmAckStatus
	acknowledgeIndicaton

… identifies if the alarm has been acknowledged or not. In case the target OS does not support acknowledgement for this event or does not support acknowledgement at all NOT_APPLICABLE shall be used.
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	MTOSI attribute can have value of NOT_APPLICABLE which indicates that the reporting OS (i.e., the OS that generated the alarm or TCA) does not support acknowledgement for this event or does not support acknowledgement at all.
	Accepted. 
Use Status rather than Indication that is weaker. 

	alarmClearStatus
	No equivalent
	MTOSI is using a perceivedSeverity of Clear to send clearance
	Accepted as needed for the unClear directive

	No equivalent
	isClearable

… is True if the alarm/event represents a condition that will not be cleared at a later time (or is itself a clear); False otherwise.
	MTOSI has alarms which have an explicit clear notification for every raise notification; on the other side there are alarms (mainly threshold crossing) which are cleared implicitly after a certain time (e.g., after 15 minute or 24 hours) ( there will never be a clear notification for this alarms.
	Well-behaved alarms should have a clear. 
Remove from alarm report. 

Need to reassess this when looking at TCA. 

	additionalText
	additionalText

… contains a free form text description to be reported. The requested OS is not required to understand the semantics of this field for interpretation of the notification.
	same
	Accepted

	acknowledgment TrackingRecord
	No equivalent
	Tracking info (user id, system id, timestamp, description) of the action
	Accepted. Optional. Can have multiple ones. 

	clearing 

TrackingRecord
	No equivalent
	Tracking info (user id, system id timestamp, description) of the action
	Accepted. Same as above.

	comments
	No equivalent
	Comments 
	Accepted.

	notificationId
	notificationId

… contains the identifier of the event notification. The uniqueness and the sequence of the notificationIdentifier are not guaranteed.
	Both as string
	Accepted

	correlatedNotifications
	X733_CorrelatedNotificationList

…, when present in an alarm notification, contains a set of Notification identifiers and, if necessary, their associated object names.

This set is defined to be the set of all notifications to which this notification is considered to be correlated.

The source object name shall be present if the correlated event report is from an object other than the one in which the Correlated Notifications parameter appears. Otherwise, it is Null (empty list).

This is consistent with the ITU-T X.733 definition.
	
	Accepted

	proposedRepairActions
	X733_ProposedRepairActionList

…, when present in an alarm notification, is used if the cause is known and the system being managed can suggest one or more solutions (such as switch in standby equipment, retry, replace media).

This is consistent with the ITU-T X.733 definition.
	Both as string
	Accepted

	No equivalent
	affectedPtpRefList

… identifies all affected associated PTP names.
	MTOSI has a specific attribute for affected PTP. Most of the alarms are caused by cable failures; the affected PTP provides the reference to the Port to which the cable is attached to.
	Accepted. Might go in a TP alarm package.

	No equivalent
	IsEdgePointRelated

… indicates whether the event is related to a Termination Point (TP) at the edge of a subnetwork.

It is True for edge points and their contained CTPs although it is always False as a CTP's attribute if the CTP doesn't terminate a Topological Link.

Note that the value is True for all notifications reporting a value change of the TP's attribute 'isEdgePoint' even if the new value is False.
	MTOSI has a specific attribute to indicate the alarm is related to a TP at the edge of a subnetwork. Usually edge point related alarms indicate failures that are outside the own subnetwork domain.


	Accepted. Might go in a TP alarm package.

	No equivalent
	layerRate

… identifies the layer rate to which the Alarm is relevant to.
	MTOSI has a specific attribute for the layer . mTOP has multi layered object classes; i.e., the same probable cause can occur in different layers of the same object.
	Accepted. Might go in a TP alarm package.

	No equivalent
	rootCauseAlarmIndication

… indicates whether an alarm is a raw (uncorrelated) alarm or a root cause alarm indication.
	MTOSI has a specific attribute to indicate if an alarm is a RC indication
	Accepted. There is also the requirement of correlating alarms in section 4.6

	No equivalent
	serviceAffecting

… provides the alarm generating OS’ determination of whether or not the condition affects service.  The possible values for this attribute are:
- service affecting
- not service affecting
- unknown as to whether it is service affecting.
	MTOSI has a specific attribute to indicate that the alarm has affected service. Was related to traffic flow in MTOSI. 
	Accepted.  The service is here understood as the resource service. 
We might have to revisit the name of the attribute at a later stage. 

	No equivalent
	X733_BackUpObject

…, when present in an alarm notification, specifies the object that is providing back-up services for the object about which the notification pertains.

This parameter shall be present when the Backed-up status parameter is present and has the value "BACKED_UP".

This is consistent with the ITU-T X.733 definition.
	OSS/J made the explicit choice not to include those attributes in the base FM API for sake of simplicity. They are available in the 3GPP extension.
	This attribute is related to Backup & Recovery. 
Don’t include it for time being, Backup & Recovery study will handle it. 

	No equivalent
	X733_BackedUpStatus

…, when present in an alarm notification, specifies whether or not the object emitting the alarm has been backed-up, and services provided to the user have, therefore, not been disrupted.

This is consistent with the ITU-T X.733 definition.

Value is one of the following:
- "BACKED_UP"
- "NOT_BACKED_UP".
	OSS/J made the explicit choice not to include those attributes in the base FM API for sake of simplicity. They are available in the 3GPP extension.
	This attribute is related to Backup & Recovery. 

Don’t include it for time being, Backup & Recovery study will handle it.

	No equivalent
	X733_MonitoredAttributeList

…, when present in an alarm notification, defines one or more attributes of the managed object and their corresponding values at the time of the alarm.

This is consistent with the ITU-T X.733 definition.
	OSS/J made the explicit choice not to include those attributes in the base FM API for sake of simplicity. They are available in the 3GPP extension.
	Do not include. Additional Info can be used to carry the monitored attributes if need. 

	No equivalent
	X733_TrendIndication

…, when present in an alarm notification, specifies the current severity trend of the object. If present it indicates that there are one or more alarms ("outstanding alarms") which have not been cleared, and pertain to the same object as that to which this alarm ("current alarm") pertains.

This is consistent with the ITU-T X.733 definition.

Value is one of the following:
- "MORE_SEVERE",
- "NO_CHANGE",
- "LESS_SEVERE".
	OSS/J made the explicit choice not to include those attributes in the base FM API for sake of simplicity. They are available in the 3GPP extension.
	Do not include. Additional Info can be used to carry the monitored attributes if need.


5.5 Vodafone Requirements

Vodafone made a contribution on Fault Management requirements between an EMS and a NMS.  This contribution was reviewed by the team and the following requirements were identified as input requirements for a RFM interface.

	R_RFM_II_0026
	Event/Alarm Transport 

It must be possible to send (Server) [and receive/listen to (Client) Event/Alarms]

Description: 


* EM – systems (FM Servers) can distribute (send) Event/Alarms according to X.733 Event/Alarm – Structure specification. 


[* NM – systems (FM Clients) can receive/listen to Event/Alarms according to X.733 Event/Alarm – Structure specification. (“NM send” is not required)]  

Rational: This is a basic and generic requirement for an FM interface. 

	Source
	Vodafone FM contribution


	R_RFM_II_0027
	Clear – Event/Alarm Transport 

It must be possible to send [and receive/listen to] “Clear” Event/Alarm events

Description: The interface specification has to support “Clear” events, according to the X.733 specification. EM systems (Servers) should be able to deliver “Clear-Event/Alarm” events, which can be unambiguously mapped on related Event/Alarm events (See “Clear Correlation” requirement later on). The NM system (client) must be able to handle the Clear Event/Alarms. The interface specification has to support this capability. 

Rational: Support for Clear – Event/Alarms improve the ability of Network Operators to understand the actual status of NE´s -> do they deliver the NE – service, or are there still open faults in the NE which might impact the NE-Service and eventually other subsequent End-user-Services. Clear Event/Alarms reduce the costs for operational processes, because they reduce the effort to identify the status of NE´s. Without Clear Event/Alarms, the operator has to perform additional tests to verify the actual NE status.  

	Source
	Vodafone FM contribution


	R_RFM_I_0028
	Possible to have no clear event

It has to be considered, that (although the interface might be able to handle Clear – Event/Alarms) the EMS might not support Clear-Event/Alarm. Fault Management / Incident Mgt. Processes cannot rely on the availability of this EMS capability!

	Source
	Vodafone FM contribution


	R_RFM_I_0029
	Unambiguous Notification ID 
A unique and unambiguous Notification ID is a prerequisite to enable the NMS to correlate between “clear” – Event/Alarms and original Event/Alarms. It´s not allowed to use a combination of different attributes to create unambiguousness. 
The Notification Id shall be a combination of the numerical Notification ID and the “Managed Object” 

	Source
	Vodafone FM contribution


	R_RFM_II_0030
	Clear Correlation

It must be possible to correlate between „Clear“ – Event/Alarm and the original Event/Alarm, by using an unambiguous Notification ID 
The EM will send a “Clear” – Event/Alarm, as soon as the incident, which caused the original Event/Alarm, does not exist any more. The NMS needs to be able to correlate between the Clear – Event/Alarm and the original Event/Alarm. So the EM system must be able to deliver “Clear-Event/Alarm” events, which can be unambiguously mapped on related Event/Alarm events. The interface specification has to support this capability. Although this is a general requirement for EM systems and out of scope for this requirement specification for the interface itself, there must be an interface specification which describes the usage of the Event/Alarm attributes, so that the relation between Event/Alarm and Clear-Event/Alarm can be uniquely identified. 

Remark: The requirement is different to the correlation mechanism described in the document “ITU-T X.733  correction” attached to this document (see Appendix)

Rational: The actual X.733 mechanisms used to correlate between “Clear” – Event/Alarms and the original Event/Alarms are inefficient and complex. They lead to complex and expensive implementations of FM interfaces, especially to be able to deliver NM support for Event/Alarm Correlation (Clearing) and Re-Synchronization.  

	Source
	Vodafone FM contribution


	R_RFM_II_0031
	Event/Alarm Query  

It must be possible for the server (NM) to query all active Event/Alarms. 

Description: The interface has to support the “Synchronization” functionality of the NM system. That means, the NM system can use a “query” functionality of the interface to get all Event/Alarms, which are known by the EM system (during the time of the “query” – command) and which do not have the perceived-severity: “cleared” 

Remark: This capability requires the “unambiguous Notification ID” (see related requirement)

Rational: This functionality allows to implement a synchronization mechanism in the NM – system. In case of an undefined state of the Event/Alarm – data in the NM system (e.g. caused by a restore of the NMS database), the NM system can send a query to the EMS to synchronize between EMS Event/Alarm – data and NMS Event/Alarm – data.

	Source
	Vodafone FM contribution


	R_RFM_I_0037
	X.733 Event/Alarm Attributes 

The Event/Alarm must contain structured information according to the X.733 specification 

Description: The attributes of the Event/Alarm-object shall follow the X.733 standard definition (for details see X.733 specification in chapter Appendix) 

The following attributes are seen as important for Vodafone: 

· Invoke identifier

· Managed Object class

· Managed Object instance

· Event type

· Event time

· Probable Cause

· Specific Problems

· Perceived Severity

· Threshold information

· Notification identifier

· Correlated Notifications

· Proposed Repair Action

· Additional Text

· Additional Info

Rational: X.733 is widely used as a standard for the specification of a generic Event/Alarm. The attributes, as well as the state model and the behavior of the model are quite stable since more than 15 years now. So that this seems to be a commonly accepted definition for the FM interface, which can be adopted to create an “implementation-ready” standardized API. 

	Source
	Vodafone FM contribution


	R_RFM_I_0032
	“Managed Object Instance” Attribute Information Structure  

Description: The information in the “managed object” attribute of the X.733 Event/Alarm must allow a clear and unambiguous identification of the component (HW or SW), which is the originator of the Event/Alarm. This component actually does not deliver the expected functionality, which is the reason for the Event/Alarm.   

* The managed object, as an attribute of the basic generic Event/Alarm – Object, shall not contain any detailed topology information. The assumption is, that the NMS will use an inventory database (internal or external) to map between managed object instance and inventory topology tree if needed.

* The basic assumption for this is, that there is a one-to-one mapping between managed object instance and the inventory information, so that the instance can be unambiguously identified.  If this is not the case, the instance must contain a very simple and standardized methodology to describe the relationship between the first unambiguously identifiable object and the related not-unambiguously identifiable object, which is the originator of the Event/Alarm. 

 Example: The Event/Alarm originator is “Port26”. There might be more than one Network Element which has a Port26 in the Network. So there is a need to add some kind of very simple topology information to identify the NE which Port26 belongs to. (e.g. this could be like this: “Port26;Block22;MSC53”). 

* There is no limit on the number of topological elements, but it should be limited to a an absolute minimum, just to the number which is really necessary to unambiguously identify the defective component. 

 * A semicolon is used as a delimiter between the components. 

 * The sequence is: defective component first, followed by the components needed to identify the defective component from bottom to top. 

* The top component (the last one in the row) is the first one, which can be unambiguously identified in the network.
NMs Requirement: As soon as the Event/Alarm information leaves the area of the local network and the managed object attribute value does not deliver unambiguously any more, the network manager will add additional information to the attribute (e.g. “Port26;Block22;MSC53; Ericsson2G_Berlin;D2-Net”, so that it is unambiguous in the larger context again.       

	Source
	Vodafone FM contribution


	R_RFM_I_0033
	Topology independent Event/Alarm retrieval 

No dependency of Event/Alarm retrieval on topology information 

Description: Event/Alarm retrieval may not depend on the existence of a complete resource topology information in the Event/Alarm. Although this is a topic for the behavior of the NMS and not part of the interface, it has some critical consequences for the overall FM approach. The following topic will describe the requirement on information structure of the managed object in the Event/Alarm. 

	Source
	Vodafone FM contribution


	R_RFM_II_0034
	1 X N Connectivity

1 NM Interface might be connected to several EM´s (1 X N) 

Description: The API specification must allow to connect one NMS to multiple EMS. (This might have an impact on addressing – mechanisms in the API) 

Furthermore the API specification must allow to split the incoming Event/Alarm traffic between different instances of the same API implementations to avoid overload situations in one API instance.

Rational: This capability allows to reduce the effort for the maintenance of several different Client- side interfaces 

	Source
	Vodafone FM contribution


	R_RFM_II_0035
	Reliable Event/Alarm Communication (supported by EM) 

EM buffers Event/Alarms if they cannot be send to the NM

EM sends Event/Alarms immediately as soon as the connectivity to the NM is up again

Description: The main intention of this requirement is, to ensure that no Event/Alarm is lost, when NMS goes down (caused by NMS problems or by maintenance work). X.733 (relates to X.710 for Events) requests a logging mechanism for Events on the originator site. This enables the NMS to synchronize with it´s data sources as soon as the NMS is back again. ( this is a requirement for the EMS

Another problem might occur, when the transport mechanism between EMS and NMS is not available. To ensure, that the operator is aware about the malfunction of the interface, which will uncouple him from the ability to retrieve and to monitor Event/Alarms. This situation cannot be handled by the interface itself, but it can be handled either on EMS site (X.733 specifies a confirmation event which has to be delivered by the NMS, as soon as the NMS receives the Event/Alarm.) and/or by the NM system (e.g. via regular queries to the EMS [heartbeat]). ( These requirements have to be supported by EMS and NMS. The Interface itself has to support the confirmation of “send – events” and it has to support “queries”.    

Rational: Ensure, that no Event/Alarm is gets lost, if the NMS or the interface to the NMS goes down.

	Source
	Vodafone FM contribution


	R_RFM_II_0036
	Re-Synchronization

The NMs must be able to synchronize the own Event/Alarm-list with the EMs Event/Alarm-lists 

Description: The NMs will use the Query – functionality of the FM interface to synchronize the own Event/Alarm – list with all EMs Event/Alarms with a Perceived Severity ≠ “Cleared”. This functionality will be invoked automatically by re-connection of the NMs with the EMs after startup of the NMs or the interface 

Rational: This capability ensures that the Event/Alarm – lists of the EMs and the NMs are always synchronized.

	Source
	Vodafone FM contribution


5.6 Additional Requirements

It would be good to include in the harmonized Resource Fault Management interface the following requirements:

· Alarm correlation. Be able to have parent alarm pointer/ underlying alarm pointers. 

· Planned Outage management. Be able to indicate that the object associated with an alarm is in planned outage (in planned maintenance, or out-of-service). Do we want to report those alarms over the interface? Maybe only as an option. Might also be used when an equipment is being commissioned to avoid the alarms propagating to other FM systems.
5.7 Alarm modelling
Discussion occurred during the study on the modelling of alarm, as notifications, as objects...

Various alternatives were discussed during the study and recommendation made. 

This information is coming from the document AlarmModelingContrib.
5.7.1 Alternative 1: Alarm as a notification

This is the use case of a system that can emit AlarmNotification and provide a simple getAlarms operation.

This approach is useful in the case of simple EMS systems or heavy streams of raw alarms where the sending OS may just want to get the alarms out to interested parties as soon as possible and with as little overhead as possible. 

Further, there is no expectation that the receiving OS will need to have a conversation with the sending OS concerning the alarms, like acknowledging the alarm. 

Finally, the alarm is really more of a state change report on an object such as a TP rather than a separate object in its own right. 

Note that the AlarmNotification in this case is used to emit both the original alarm and the clearance. 

No acknowledgement of the alarm is supported. 

The figure below illustrates this use case: 

[image: image21.emf]
This use case might be the one of a simple EMS. 

5.7.2 Alternative 2: Alarm as a notification and directives on Alarm

This is an extension of use case 1 where the receiving OS will have a conversation with the sending OS concerning the alarms, like acknowledging the alarm.  This use case corresponds to the MTOSI AlarmHandling and AlarmRetrieval services, i.e. the FM part of the MTOSI RTM DDP. 

In this use case, acknowledge and unAcknowledge directives are provided on the alarm. 

Note that this use case requires having an alarm identifier to be used for issuing the directive. 

It can be a real identifier providing by the FM system or an ad-hoc identifier made by the use of several alarm fields

For this example, the MTOSI alarm id has been used. 

The figure below illustrates this use case: 

[image: image22.emf]
A few remarks on this alternative: 

1. The FM system has to persist the notifications that were sent and also to keep track internally of the acknowledgement

2. A way of identifying the alarms on the FM system is needed. 

3. The alarm id specified by MTOSI does not seem generic as it contains info like layer rate which is specific to a technology. 

4. No event emitted when the alarm gets acknowledged

The first 2 points mean that this alternative is very close to one where the alarm would be a real object on the server. 

5.7.3 Alternative 3: Alarm as an object 

In this alternative, the alarm is an object that has an identifier, using the TIP format of the identifier. 

This approach is useful in the case of an NMS storing the alarms and expecting some conversion (ack/unack) on those alarms. It is also useful for root cause alarms or at least for alarms that provide some correlation of simpler alarms, as those alarms might be created by a client OS over the interface. 

The service interface provides the same directives (ack, unack). 

The notifications used are the standard ObjectCreation, StateChange (for acknowledgement and clearance) and AttributeValueChange.

The figure below illustrates this use case: 

[image: image23.emf]
The main differences compare to the previous alternative are: 

· Use of ObjectCreation, StateChange, AttributeValuechange instead of Alarm Notification

· Use of a real alarm object identifier instead of a specific datatype.

· Some additional directives, like CreateAlarm

Apart from these differences, the 2 alternatives are not so far away. 

5.7.4 Alternative 4: Bridging the gap

In this alternative, we will try to bridge the gap between the alternative 2 based on notification and the alternative 3 based on alarm object. 

This alternative tries to address both the use cases of a simple EMS that just wants to send alarm notifications out and the use case of an NMS that might handle high level alarms with conversations on those alarms. 

Regarding the notifications, we will use an AlarmNotification to send the original alarm and its clearance. Optional StateChange and AttributeValueChange events can be kept to support alternative 3. 

Note that it would be useful to let the client now what type of operations can be performed on a given alarm. This may be easy if the serving OS always supports the same capabilities for all alarms (then the capabilities can just be listed in a static conformance statement). However, if the serving OS support different capabilities based on the type of alarm, some information may need to be included in the alarm (e.g., a root cause alarm indication or something similar).
We have seen that alternative 2 was not very far from alternative 3 as it was implying persistency of the alarm and its states and a way of identifying the alarm. 

Using an alarm object implies the use of an identifier for the alarm. In most of the cases, the underlying FM system already would already have an internal identifier for the alarm in the alarm list. In this case, this identifier can be used. If this is not the case, like for instance if the id is just a position in the table that can be changed or reused, then an identifier can be made by the FM server by concatenating the fields that were used to identify the alarm: managedObject + layerRate + eventType + probableCause + specificProblems. This way of generating an identifier is very similar to the 3GPP recommendation for generating the 3GPP alarmID. 

It does not require the FM system to add a unique id if it does not have one. This alarm identifier can be constructed on the fly by the interface from the data present in the alarm notification. As the FM server is persisting the alarm, this information will always be available. On receipt of a directive, the FM server needs to interpret the provided identifier to isolate the various fields and locate the alarm.   

Furthermore, the notion of optional packages can be used to isolate part of the model. So an Alarm Handling package can be made to group the ack/ unack directives and the AcknowledgementStatus in the Alarm entity and in the AlarmNotification.  An Alarm Creation package can be made to group the createAlarm directive.

With these assumptions, the figure below illustrates this use case: 

[image: image24.emf]
5.7.5 Alarm Modelling: Summary
The alternative 4 presented just above is the one agreed upon by the team as the recommended approach. 

5.8 Use Cases

5.8.1 UC1: Simple NE/EMS emitting alarms

This use case covers a NE or a simple EMS that acts as an alarm detector. Note that this use case might also be implemented by an NMS that passes through some raw alarms. For example, a lower tier NMS might just handle one portion of a large network and just pass through alarms generated by events outside of its territory, or the lower tier NMS might just cover some technologies and pass alarms related to other technologies, e.g., IP, to a higher-level NMS.
There are genuine and real functions in the device (that “raises the alarm”) that process the conditions and generate the indications. We are using the term Entity to capture these real functions and stages of their exposure. The intermediate values of some of the processing are exposed through the interface as attributes. Essentially there are state machines in the entity that keep track of the event detector state, the counter values, the weighting effects etc. They also essentially keep track of the current alarm state. This could clearly be exposed as an attribute of the object that represents the entity, but we choose not to do that. This attribute would have two states with some asymmetry in their meaning (active and clear have quite different importance and treatment). In prior systems we have actually had attributes visible per entity each of which represented the processed state of one of the detectors. This lead to an inefficiency during alignment as all objects had to be retrieved and their alarm states extracted so to improve efficiency a special get active alarms operation was developed. 
This essentially goes to each entity and records the states of the detectors and then filters the resulting list to leave only active alarms. Clearly there are more efficient implementations of this that keep a cache of the current state etc, but these are implementation efficiencies, essentially there is a state of the detector recorded per instance. 
This is illustrated on the diagram below: 
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Each detection point is encapsulated in the Entity that is seen as opaque, and is “named” X.a, X.b etc
The detection point “name” (a, b etc) can be seen as a combination of the ProbableCause, the SpecificProblem (or ProbableCause qualifier) and  the layer. A detection point type might be RDI or LOS. 

The Entity name can be for instance “PTP.123” 

The detection point persists the state.

Such a NE or EMS only exposes 2 services over the interface: a notification service sending alarm notifications and clears and a getActiveAlarms service.

Trying to apply alternative 4 to this use case requires building on the fly an alarm id from some of the alarm fields, likely the detector id (X.a). As the alarm id will be opaque for the client, the choice on how to build this id is left to the EMS, either directly from the detector id or from a combination of alarm fields. 

This is shown on the diagram below: 
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Note that the notification being sent has 3 things that can be seen as ids:

· The detector id (X.a in our example) that is likely to be seen as a combination of the ManagedObject, the ProbableCause, the SpecificProblem (or ProbableCause qualifier) and the layer.

· The alarm id, built on the fly from some alarm fields like the detector id

· The notification id. This is more a low level id that is really for the detection of lost notifications and realignment of the interface independent of what the notifications were for.  Notification id is also a vastly overloaded term as it is using in X733 where in a lot of implementations, it carries the meaning of an alarm/detector id. 
5.8.2 UC2: EMS keeping alarms as records

This use case is an extension of UC1. An EMS receives information from one or more alarm detectors and keeps this information as alarm records.

Alarm Record objects are created and deleted as alarms are raised and cleared (and are acknowledged as appropriate). The alarm records have same granularity as the alarm notification of UC1. 

This is illustrated on the diagram below: 
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The mapping to alternative 4 is straightforward in this case as the alarm records are entities and have as such an id in the EMS. 
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5.8.3 UC3: EMS generating correlated alarms

This use case is an extension of UC2. The EMS receives information from one or more alarm detectors and keeps this information as alarm records. It has also a correlation function and is able to create Root Cause alarms that correlate the information of multiple detectors. 

Correlated Root Cause alarms entities are created and deleted as alarms raise and clear (and are acknowledged as appropriate). 

This is illustrated on the diagram below: 
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The mapping to alternative 4 is the same as for UC2 as the alarm records are entities and have as such an id in the EMS. 
5.8.4 UC4: Alarm correlation at NMS level

In this use case, for example, a fiber cut occurs and some problems are detected at both ends. Each end is assumed to be managed by different EMSs and that each one reports the failure they detect as alarm reports. 

The NMS aggregates the various failures and generates a Root Cause alarm. 
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On NE A, an RDI is detected by the port/PTP X. This is handled by EMS A that sends this event as an alarm notification. 

In parallel, port/ptp Y on node B is detecting LOS and AIS and is sending those 2 as alarm notifications through EMS B. Note that this does not make any assumption on whether the EMS is behaving as in UC1 or as in UC2. 

The NMS receives alarm notifications from EMS A and B and as such, receives these 3 alarm notifications. It stores them as alarm records in its own repository and waits for a while to do its correlation. The result of the correlation is a diagnostic of a fiber break with the alarm B.Y.LOS as the symptom and the alarms A.X.RDI and B.Y.AIS as contributory alarms. 

Alternative 4 allows presenting this resource problem as a Root Cause alarm, linked to the alarms B.Y.LOS, B.Y.AIS and A.X.RDI.

6 Conclusions and Recommendations

The table below includes an entry for each item highlighted in the Exec summary. Here the item is detailed.
	No.
	Work Item / Feature Description

	RFM1
	Resource Alarm Management 

1. Scope of work item
· Include (in terms of general requirements but not necessarily the specific content and formats) OSS/J AlarmMonitoringSession, AlarmCreationSession and AlarmDelegationSession and MTOSI AlarmRetrievalService and AlarmHandlingService
2. Recommendation:
· Should be a separate interface.
3. Business Justification:
· common Fault Management part between OSS/J and MTOSI, excluding EMS specific Alarm Control
4. Technical Justification:
· None
5. Work to be carried out:
· Separate interface team as part of R&SA to deliver RFM interface
6. Supporting text:
· Vodafone requirements
7. Sections in this document:
· See section 4.3
· Requirements in sections 4.5 and 4.6
· Use cases in section 4.8

	RFM2
	Alarm Control  

8. Scope of work item
· Include (in terms of general requirements but not necessarily the specific content and formats) MTOSI AalrmControlService, AlarmSeverityAssignmentProfileRetrievalService and AlarmSeverityAssignmentProfileControlService 
9. Recommendation:
· Should be a separate interface
10. Business Justification:
· Only used for control the generation of alarms on a device (or an EMS). Not applicable for a general RFM system
11. Technical Justification:
· None
12. Work to be carried out:
· Separate interface team as part of R&SA to deliver RFM interface
13. Supporting text:
· None
14. Sections in this document:
· See section 4.3

	RFM3
	Normalization of probable causes for resource fault management (RM0012)

15. Scope of work item
· Impact RFM, but in practice, probable cause can stay a string in RFM. 
16. Recommendation:
· Deferred: should be a separate work item to be delivered separately. Probable Cause is already identified as a string in both MTOSI RTM and OSS/J FM.
17. Business Justification:
· This item got one of the lowest rating of the survey. It would require a lot of interactions with other standard bodies likely to delay the RFM work.
18. Technical Justification:
· None
19. Work to be carried out:
· Separate team within R&SA
20. Supporting text:
· None
21. Sections in this document:
· See section 4.3

	RFM4
	Resource Protection
22. Scope of work item
· Include (in terms of general requirements but not necessarily the specific content and formats) MTOSI ProtectionControlService and ProtectionRetrievalService
23. Recommendation:
· Should be covered by a TIP Backup & Redundancy study in the Backup & Redundancy team.
24. Business Justification:
· Directly related to Backup & Redundancy
25. Technical Justification:
· None
26. Work to be carried out:
· Should be carried out by a TIP Backup & Redundancy study in the Backup & Redundancy team.
27. Supporting text:
· none
28. Sections in this document:
· See Section 4.3

	RFM5
	Maintenance Services
29. Scope of work item
· Include (in terms of general requirements but not necessarily the specific content and formats) MTOSI Maintenance Service
30. Recommendation:
· Covered by the Test & Diagnostic study.
31. Business Justification:
· Directly related to T&D and not directly related to FM
32. Technical Justification:
· None
33. Work to be carried out:
· Covered by the T&D study.
34. Supporting text:
· None
35. Sections in this document:
· See section 4.3


	RFM6
	Threshold Crossing Alerts (TCA) 

36. Scope of work item
· Include (in terms of general requirements but not necessarily the specific content and formats) Threshold Crossing Alerts from MTOSI and Threshold Info in the Alarm
37. Recommendation:
· Should be covered by the PM team. Let the PM team at a later stage decide what to include.
38. Business Justification:
· <business justification for the specific recommendation if necessary [Optional]>.

39. Technical Justification:
· Need to be defined by PM team as it is closely related to Performance Mgt choices
40. Work to be carried out:
· Define content of TCA and fields needed to carry performance information in alarms
41. Supporting text:
· None
42. Sections in this document:
· See section 4.3

	RFM7
	OSS/J Alarm Delegation 

43. Scope of work item
· Alarm Delegation, part of OSS/J FM API
44. Recommendation:
· Deferred. Exclude from current Resource Fault Management scope.
45. Business Justification:
· complex and not supported by most FM systems
46. Technical Justification:
· None
47. Work to be carried out:
· N/A
48. Supporting text:
· none
49. Sections in this document:
See Section 4.3

	RFM1.1
	Alarm Modelling 

50. Scope of work item
· Alarm modelling for RFM 
51. Recommendation:
· Alternative 4 (model alarm as object and use specific notification for alarm)
52. Business Justification:
· None
53. Technical Justification:
· Allow covering all use cases with a single model
54. Work to be carried out:
· Included in RFM1 work item 
55. Supporting text:
· None
56. Sections in this document:
· See section 4.7.4

	RFM1.2
	Harmonization of Alarm Operations 
57. Scope of work item
· Define harmonized directives for RFM
58. Recommendation:
· See details in section 4.4.1
59. Business Justification:
· This is one of the goals of this study to harmonize MTOSI and OSS/J FM
60. Technical Justification:
· none
61. Work to be carried out:
· Included in RFM1 work item 
62. Supporting text:
· None
63. Sections in this document:
· See section 4.4.1

	RFM1.3
	Harmonization of Alarm Attributes
64. Scope of work item
· Define harmonized attributes for RFM
65. Recommendation:
· See details in section 4.4.2
66. Business Justification:
· This is one of the goals of this study to harmonize MTOSI and OSS/J FM
67. Technical Justification:
· none
68. Work to be carried out:
· Included in RFM1 work item 
69. Supporting text:
· None
70. Sections in this document:
· See section 4.4.2


Table 3 – Work Item / Feature Description
7 Impacts on Other TM Forum Projects and Relationships with Industry Groups Work

7.1  TM Forum Projects

	Work Item
	eTOM
	TAM
	SID

	RFM1 Resource Alarm Management
	No impact
	No impact
	· Restructure with a new ABEs: Resource Trouble ABE
· Suppress existing Fault and Alarm ABEs

	RFM2 Alarm Control
	No impact
	No impact
	Alarm control and ASAP to be added in a new ABE

	
	
	
	


Table 4: Project Impact Summary

7.1.1 Impact on eTOM
This study relates to the RTM process of eTOM shown below: 
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One of the sources of the study (MTOSI RTM DDP) is well aligned to the eTOM RTM process.

Identified Work Items in this study (Resource Alarm Management, Alarm Control) are applicable on lower levels decompositions of eTOM than RTM. Level 4/5 decomposition of RTM would be needed to refine the assessment
No impact on eTOM foreseen.
7.1.2 Impact on TAM

Overall TAM picture: 
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This study focuses on the Resource Assurance Management detailed below: 
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Functionality of the Resource Alarm Management interface seems applicable to 

· Resource Assurance Management
· Correlation & Root Cause Analysis Applications (client)
· Resource Status Monitoring level 2 (server at NMS, client from EMS)
· Resource Domain Management
· Resource Fault & Performance Data Mediation (server at EMS)
Note that the Service Problem Management, part of Service Management domain will also be a client of Resource Alarm Management. 
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Functionality of Alarm Control seems applicable to

· Resource Domain Management
· Resource Fault & Performance Data Mediation
7.1.3 Impact on SID

7.1.3.1 Alarm – Current View

The SID has the notion of Alarms as a system object 
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Alarms are deriving from ManagementInfo: seen as a piece of information floating in the system

This seems to be applicable to Alarm as a Notification. 
7.1.3.2 Alarm – Proposed View

The creation of a Trouble/Problem ABE under the Common Business Entities Domain was considered, but alarm is only used at Resource level, as the SPM team chooses to model a Service Problem and not a Service Alarm. So this ABE is not needed. 

So it is proposed to:

· Create a ResourceTrouble Level 1 ABE under the Resource Domain.

· Include ResourceAlarm as part of this ABE

· All new objects, like AlarmNotification specific to ResourceAlarm will also be created in this ABE


· Suppress the existing Alarms and FaultInfo in the SID as well as the corresponding ABEs, as they are not really used anyway.

7.1.3.3 Network Class

The Network class has 2 interesting directives related to alarms: 
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@ getalEquipment ()

% getalPipes ()

o getalEdges ()

% getspecificEauipmet ()





· getAllActiveEMSAlarms
This retrieves all active alarms and TCAs. Alarms that are not reported by the ME to the EMS should not be reported by this operation. A CIS Sequence of Alarms is produced. This operation retrieves only those alarms that would be reported by a ME and sent to an EMS (vs those reported by this ME and sent to an NMS). 
· getAllActiveNMSAlarms
This returns all active alarms and TCAs. Alarms that are not reported by the ME to the NMS should not be reported by this operation. A CIS Sequence of Alarms is produced. This operation returns only those alarms that exist at the NML, which would traditionally be reported by an ME and sent to an NMS.
The Resource Alarm Management interface will provide a getActiveAlarms as an operation on a ServiceInterface. This operation will be available both at Resource Assurance Management level (NMS level) and Resource Doman Management level (EMS level) 
This operation should replace the 2 operations above in SID.  It goes with the general TIP direction of removing methods from object and putting them as operations in an interface. 
7.1.3.4 Alarm Control and ASAP 

Alarm Control and ASAP are not defined in SID. They would need to be added in their own ABE under Resource Domain. 
7.2 Industry groups

It would be good to have feedbacks from 3GPP on the Resource Alarm Management part as they have done work that is close to this one. 
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10 Abbreviations and Mnemonics

3GPP
Third Generation Partnership Program

ack
acknowledge
ABE
Aggregated Business Entity

AIS
Alarm Indication Signal

API
Application Programming Interface

ASAP
Alarm Severity Assignment Profile

attr
attribute

CCB
Change Control Board
CIS
Common Information Structure
CR
Change Request
CTP
Connection Termination Point

CVS
concurrent Version System
CY
Calendar Year
DDP
Document Delivery Package
DN
Distinguished name
EM
Element Management

EMS
Element Management System

eTOM
enhanced Telecom Operations Map

FM
Fault Management
GUI
Graphical User Interface

H
Hour

id
identifier

Id
Identifier

ID
IDentifier

ITU
International Telecommunication Union

JSR
Java Specification Request

JVT
Java Value Type
LOS
Loss Of Signal

ME
Management Element

Mgt
Management

Min
Minute

MO
Managed Object

MTNM
Multi Technology Network Management

mTOP
multi-Technology OSS Program

MTOSI
Multi Technology Operations System Interface

NE
Network Element

NM
Network Management

NMS
Network Management System

Oid
Object identifier
OID 
Object IDentifier
OS
Operations System

OSI
Open System Interconnection
OSS
Operating Support System

OSS/J
OSS through Java Initiative

pm
performance monitoring

PM
Performance Management

PTP
Physical Termination Point

R&SA
Resource & Service Assurance

RDI
Remote Defect Indication

Ref
Reference

Rel
Release

RFM
Resource Fault Management
RM
Resource Management
RTM
Resource Trouble Management
RX
Receive

SD
Supporting Document

SID
Shared Information Data Model

SPM
Service Problem Management

ST
Steering Team
T&D
Test & Diagnostic

TAM
Telecom Application Map

TC
Technical Coordination (TIP team)

TCA
Threshold Crossing Alert

TIP
TMF Interface Program

TMF
TeleManagement Forum

TP
Termination Point

TPC
Technical Program Council

TX
Transmitt

UC
Use Case

UML
Unified Modeling Language

XML
Extensible Markup Language

XPath
XML Path Language
11 Material produced during the development of this document
All the contributions and the material produced during this study are available on Gforge, under Teams/RSA/Fault_Mgt/Resource FM Harmonization Study. 

� The tag –ne = not an essential prerequisite (but if specified feature has been done new feature will make use of it and the tag –e = an essential prerequisite


� As a guide… Very small = less than a person month (pm), Small = up to 4 pms, Medium = up to 9 pms, Large = up to 27 pms, Very large = greater than 27 pms. Note that in this measure a person month is the time that is spent by a person focusing on TMF work for their company (i.e. a relatively low percentage of their time).
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