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Rationale

The ITU-T M.3202 [3] was jointly developed by 3GPP and ITU-T for use as guidelines/templates in standard specification items such as Use Cases.  

The draft [2] being developed at present has Use Cases. The term actor, used in these Use Cases, does not convey the same meaning of the term actor used in [3].

In [3], the term actor is defined as:

“

3
Definitions

3.1
Terms defined elsewhere 

…

This Recommendation uses the following terms from [OMG UML]:
–
activity diagram; 

–
actor;
–
association;

–
class;

…

“

The [3] has a reference to [4] related to “OMG UML”.  The term actor is defined by [4] as:
“

3.56 Actor

3.56.1 Semantics

An actor defines a coherent set of roles that users of an entity can play when

interacting with the entity. An actor may be considered to play a separate role with

regard to each use case with which it communicates.

“
OMG specifications have gone through multiple revisions since 2003. The term actor is now defined in [1]. Extract from [1] below defines the term actor (when used in Use Cases). This current definition below has more detail than one defined in earlier version [4]. Their definitions (of actor) expressed identical notion of a ‘consumer’, a term used in ETSI MANO specifications. 
 “

16.3.1 Actor (from UseCases) 
An actor specifies a role played by a user or any other system that interacts with the subject. (The term “role” is used informally here and does not necessarily imply the technical definition of that term found elsewhere in this specification.) 

Generalizations • “BehavioredClassifier (from BasicBehaviors, Communications)” on page 448 

Description An Actor models a type of role played by an entity that interacts with the subject (e.g., by exchanging signals and data), but which is external to the subject (i.e., in the sense that an instance of an actor is not a part of the instance of its corresponding subject). Actors may represent roles played by human users, external hardware, or other subjects. Note that an actor does not necessarily represent a specific physical entity but merely a particular facet (i.e., “role”) of some entity that is relevant to the specification of its associated use cases. Thus, a single physical instance may play the role of several different actors and, conversely, a given actor may be played by multiple different instances. Since an actor is external to the subject, it is typically defined in the same classifier or package that incorporates the subject classifier.

 “

In the draft [2], the term actor can be understood as the named functional blocks or entities that are involved in the said Use Case. That draft [2] actor term does not have the same meaning as the term used in [3] and not the same meaning as the term used in [1] which is referenced by [3]. 

To use the recommendation of [3], we propose changes (see TRACKED changes below) to the draft [2]. Features of the proposed changes are:
· The term actor used in future versions of the [2] would reflect the meaning of the term actor as recommended in [3].

· The actor clause should always be present in (clause) structure related to a specific use case (see below). The actor clause should not be used in (clause) structure not related to a specific use case.
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5
Management use cases

5.1    Use cases for Fault management

5.1.1     Introduction

When a failure occurs in fully virtualized networks or mixed networks, several alarms associated with the failure might be generated and reported to one or more management functions (e.g., EM, VNFM or NFVO), which are defined in [2], to allow fault corrective action to be taken. This subsection includes use cases to show fault management flows including alarm reporting flows as follows:
1. An alarm generated by NE (excluding NFVI)

2. An alarm generated by NFVI

3. An alarm generated by EM

4. An alarm generated by VNFC

5. TBD

5.1.2     Failure management when VNF detects VNF failure
5.1.2.1      Introduction

This use case is to describe the management of VNF application layer failure detected by VNF.
5.1.2.2        Actors


3GPP EM.

5.1.2.3      Pre-condition

EM is active.
5.1.2.4      Description

1. VNF has a fault.

2. VNF detects the fault and sends the alarms to EM. 
3. EM can perform fault correlation anytime, and based on the correlation analysis. The corrective action may trigger the execution of the VNF instance lifecycle management flows (e.g., VNF scaling) or the Network Service instance lifecycle management flows (C in [2]). 
In case the corrective action needs to be performed by VNFM, EM sends a corrective action request toward VNFM. 
In case the corrective action needs to be performed by NFVO, EM sends a corrective action request toward NFVO via NM.
4. The EM may further forward the alarms to NM.

5. NM can perform fault correlation anytime. Based on the fault correlation analysis, NM triggers a corrective action to repair the application layer failure. The corrective action may trigger the execution of the VNF instance lifecycle management flows (e.g., VNF scaling) or the Network Service instance lifecycle management flows.
6. Based on the received request, each management function performs corrective action to successfully recover the VNF failure.
[Editor’s note]: A detail of the recovery procedure is FFS.
7. Event representing VNF recovery is sent to NM from EM because operator wants to know the change which is dynamically performed.

5.1.2.5      Post-condition

The network operation works normally. And the operator knows the recovery from the VNF failure.

5.1.3     Failure management when the alarm generated by NFVI

5.1.3.1      Introduction
TBD

5.1.3.2      Actors
TBD

5.1.3.3      Pre-conditions
TBD
5.1.3.4      Descriptions

TBD

5.1.3.5      Post-conditions

TBD

5.1.4     Failure management when the EM detects VNF failure
5.1.4.1      Introduction

This use case is to describe the management of VNF application layer failure detected by EM.

5.1.4.2        Actors


3GPP NM and ETSI MANO NFVO.

5.1.4.3      Pre-condition

EM is active.
5.1.4.4      Description

1. The VNF has a fault.

2. EM detected the VNF fault and generates an alarm. 
3. Same steps as stated in 3~7 in section 5.1.2.4.
5.1.4.5      Post-condition

The network operation works normally. And the operator knows the recovery from the VNF failure.

5.1.5     Failure management when the alarm is generated by VNFC

5.1.5.1
Introduction

A VNF can be composed of a single VNF component (VNFC) or a number of them. A VNFC is an internal component of a VNF providing a VNF Provider a defined sub-set of that VNF’s functionality, with the main characteristic that a single instance of this component maps one-to-one against a single virtualisation container [7]. A virtualisation container is a partition of a compute node that provides an isolated virtualized computation environment. An example of a virtualization container is a virtual machine (VM).
A single VNFC can fail due to diverse reasons. A possible failure may affect drivers, the operating system supporting the VNFC-application specific software, the VNFC-application specific software itself, or even due to own VNF deployment specific errors. Such failures can affect the overall VNF and need to be reported to trigger the automatic or on-demand healing of the VNF.

This use case exemplifies the failure management when the alarm is generated by the VNFC and such alarm is in the first instance sent to the VNFM (refer to clause 11.2 in [8] and step 4.2 in clause B.6 in [2] for examples). Refer to clause 5.1.4 in the present document for another option.

5.1.5.2
Actors

ETSI MANO VNFM.

5.1.5.3
Pre-conditions

The NFV management and orchestration (ETSI MANO) operation is active.
The 3GPP management operation is active.

The VNF is instantiated, configured (both deployment and application), and running.

The VNF may have detected an application failure and be already reported to EM.

5.1.5.4
Description

The following steps are executed:
1. The VNFC detects a failure concerning its own context (e.g., drivers, operating system, software, etc.) or the own VNF deployment (e.g., interaction of a VNFC with another VNFC).

2. The VNF notifies the VNFM about the VNFC failure.

3. The VNFM can correlate the VNFC failure with other virtualised resources failures received [2].

4. In the case that the corrective action needs to be performed by the VNFM and the auto-healing is enabled, the VNFM can execute automatically the healing process notifying to the EM about the start and completion of the healing operation [2]. If the auto-healing is not enabled or the healing operation is not successful, the VNFM sends a notification of VNF failure to the EM.

5. Same steps as stated in 3~7 in clause 5.1.2.4. 

5.1.5.5
Post-conditions

If the VNF has self-healed, the network operation works normally, the operator knows the recovery from the VNF failure. If not, the operator knows about the VNF failure.
5.1.6
Notification of VNFCs impacted due to scheduled NFVI maintenance

5.1.6.1
Introduction

The virtualization of the network function decouples the hardware from the software using virtualization technologies. Thus, the VNF makes use of virtualised resources.
The virtualised resources can be impacted, not only because of failures from the underlying hardware resources, but also because of possible scheduled maintenance of them. For instance, a scheduled update of the hypervisor software or the firmware of a physical machine (host) will likely impact the virtualised resources on top, and consequently the execution of the VNF.

As a result, there is a need for notifying about VNF and any of its components, if they will be impacted due to maintenance of NFVI elements. Such notification is sent in advance to the actual maintenance. This is needed by the operator and management systems in order to act accordingly and minimize the impact and disruption of the VNF. This case is especially relevant when the network operator has different teams devoted to manage the 3GPP mobile network and the NFV infrastructure.

5.1.6.2
Actors

ETSI MANO VNFM.

5.1.6.3
Pre-conditions

The NFV management and orchestration (ETSI MANO) operation is active.
The 3GPP management operation is active.

The VNF is running on top of NFVI.

5.1.6.4
Description

The following steps are executed:
1. ETSI MANO functional blocks process internally the notification of maintenance of an NFVI element (e.g., a physical machine), mapping such element to the virtualised resources (e.g., VM) that will be impacted due to such maintenance. In this process, the VNFM that manages the VNF whose virtualised resources are to be impacted is notified [2].

2. The VNFM, if enabled and authorized, can try to mitigate the impact on the VNF. If the VNF will be impacted, the VNFM notifies the EM about the VNF and any of its components whose virtualised resources will be impacted due to maintenance of one or more than one NFVI element, identifying the cause (i.e., due to maintenance), the VNF and the components that are affected, and the associated VIM.

3. The EM can further forward such notification to the NM.

5.1.6.5
Post-conditions

The Operator and the 3GPP management system know about the maintenance status and further actions can be executed according to other management flows (e.g., change VNF configuration, migration of VNF components, request delaying the maintenance, etc).
5.1.7
VM failure is detected by VNF application

5.1.7.1     Introduction

This UC describes the expected VNF alarm reporting behaviour in case it detects an alarm condition that is caused by the supporting VM (and not caused by its own VNF programming logic). Support of this UC does not imply a decision on the support of the following:
· All VNFs should be capable of detecting VM failure;

· All NFVIs should or should not report NFVI failure to VIM;

· All VIMs should or should not detect NFVI failure.  

5.1.7.2
Actors


3GPP EM. 
5.1.7.3
Pre-condition


VNF is active.

5.1.7.4
Description

1. A VM service request failure occurs. 

2. VNF application determines that the VM service request failure is not caused by the VNF application programming logic; 

a) Sends the alarm indicating VM service request failure to EM; or
b) If the VM service request failure causes a VNF application failure, sends an alarm indicating VNF application failure with probable cause indicating VM service request failure;

3. EM forwards alarm information to NM/OSS according to step 6.1 of Annex B.8 of [2]. 

5)
EM can trigger a corrective action request towards VNFM according to step 6.2 of Annex B.8 of [2].

5.1.7.5
Post-condition

None.

5.1.8
VNF snapshot capture

5.1.8.1
Introduction

By virtualizing a network function, capturing snapshots of the VNF and its components is possible. Together with other logging information, these snapshots can be used for multiple purposes, e.g., troubleshooting, rollback during erroneous VNF lifecycle management events or software upgrade, for fast VNF re-deployment, etc. A VNF snapshot can potentially contain one or several virtual machine snapshots, which in turn capture the state of the virtual machine configuration, the virtual disk and possibly memory dumps.
There is the possibility that capturing VNF and component snapshots can be executed automatically by the VNFM, or be triggered manually on-demand by the operator. In the manual case, the operator decides that a VNF or any of its components needs to be captured.

5.1.8.2
Actors

3GPP EM, ETSI MANO VNFM.

5.1.8.3
Pre-conditions

The NFV management and orchestration (ETSI MANO) operation is active.
The 3GPP management operation is active.

5.1.8.4
Description

Two initial triggers are possible:
a) In the manual case, three initial steps are processed:

1. The operator initiates the snapshot capture of a VNF or any of its components by operating the 3GPP functional block.

2. The EM requests to VNFM to execute the VNF lifecycle management operation of capturing snapshot of VNF or any of its components.

3. ETSI MANO functional blocks processes the request in the case manual case.

b) In the automatic case, the following step is processed:

1. The VNFM (ETSI MANO functional block) internally determines that capture of VNF or any of its components is necessary.

The following steps are executed both in the manual and automatic case:

1. ETSI MANO functional blocks precede with the capture of the VNF’s virtual machine snapshots [2].

2. The VNFM notifies to the EM with the information about the VIM and file paths to the snapshots. 

3. The EM can dump additional information (e.g., current configuration), and forwards to the NM such information together with the rest of information received from the VNFM.

5.1.8.5
Post-conditions

The operator has the information about where the snapshots and corresponding logs have been stored.
5.2
Use cases for Configuration Management 
5.2.1     VNF instantiation and configuration for mixed network

5.2.1.1     Introduction

This use case is intended to show how a VNF is instantiated in the mixed networks where PNF and VNF are co-existed that is a common scenario before NFV is fully deployed.
5.2.1.2     Actors
3GPP EM (request originated by self or by NM), ETSI MANO NFVO (request originated by NM).
5.2.1.3     Pre-conditions

NM or EM detects that the PNF or VNF is overloaded and no VNF can be expanded to take over the load, in this case, NM or EM determines to initiate a new VNF instantiation.
5.2.1.4     Description

1. The request to instantiate a new VNF can come from NM (see step 1, in clause B.3.1.2 [2]), or EM (see step 1, in clause B.3.2.1 [2]).  
2. NFVO may call VNFM to instantiate the VNF, and request VIM to allocate the resources required by the VNF instance (see steps 4 – 12 in B.3.1.2 [2]), if the request comes from NM. Otherwise, EM may call VNFM to instantiate the VNF, and request VIM to allocate the resources required by the VNF instance (see steps 1 – 8 in B.3.2.1 [2]).

3. After the successful resources allocation by VIM, VNFM configures the VNF with any VNF specific lifecycle parameters, and notifies EM of the new VNF (see step 13, in clause B.3.1.2 [2]).
4. EM then configures the VNF with application specific parameters (see step 14, in clause B.3.1.2 [2], and step 13, in clause B.3.2.2 [2]).

5. NFVO acknowledges the completion of the VNF instantiation to NM after VNFM acknowledges the completion of the VNF instantiation (see steps 15 – 16, in clause B.3.1.2 [2]).

5.2.1.5     Post-conditions

A new VNF is instantiated to mitigate the overloaded PNF or VNF.
5.2.2    NFV configuration management
5.2.2.1     Introduction

3GPP Configuration Management (CM) has the system modification functions and system monitoring functions (as described in [4]). It can support the operations of NE creation/deletion/conditioning and the other operations of information request/report or report control. NE can be configured into service or out of service, and the NM can get the object creation/deletion and object attribute value change or state change notifications of NE.
NFV configuration management includes the configuration of VNF application specific parameters (3GPP mobile service related) and the configuration of VNF deployment specific parameters (non-3GPP mobile service related).

From 3GPP perspective, NE object and configuration parameters (e.g. identification, port, neighbour relation) are modelled as the Information Object Class attributes of CM. An example of IOC would be the MMEFunction defined in [5]. ETSI NFV MANO refers to IOC attributes as VNF application specific parameters. 

The decoupling of software and hardware in NFV scenario gives rise to the need to model VNF deployment specific parameters  in a way that is applicable to all SDO's defined nodes. And VNF application specific parameters may need to be changed or enhanced by 3GPP. 

Also, after the VNF deployment specific parameters or VNF application specific parameters are changed by VNFM or EM, EM should notify NM the necessary parameter change using CM capabilities (as described in [4]). 

5.2.2.2     Actors

3GPP EM, ETSI MANO NFVO (request originated by 3GPP NM).

5.2.2.3     Pre-conditions

Based on the operator’s specified policy, the configuration management of VNF is triggered (e.g. scale out operation). EM or VNFM received the indication of VNF operation.
Before implementing the VNF operation, EM or VNFM may perform pre-operation activities (e.g. reconfiguring of nodes that are neighbour to the to-be-affected VNF).

5.2.2.4     Description

1. EM sends the VNF lifecycle management request to VNFM (e.g. scale VNF, as described in [2], section 7.2.4).
Or

1’. NM sends the configuration request to NFVO and NFVO interprets it into a specific VNF lifecycle management request and sends the request to VNFM.

Note: some VNF lifecycle management operations (as described in [2], section 7.2.4.2), which are Query VNF and Check VNF instantiation feasibility, may not be applicable in this use case. 

2. VNFM receives this request then implements the corresponding operation to the VNF and completes configuration of VNF deployment specific parameters.

3. After the VNF deployment specific parameters are configured by VNFM, VNF is created, terminated or updated and the resource of the VNF is changed.

4. After the completion of the configuration, VNFM returns the success response to EM with necessary VNF change notification (as described in [2], section 7.2.5).

5. EM performs post-operation activities (e.g. adjusting neighbour nodes of the affected VNF, configuring the VNF with application specific parameters).

6. EM notifies NM of all needed VNF resource changes through CM capabilities (as described in [4]). 

Note: Whether the CM capabilities need to be enhanced is FFS. The hardware change information may not be needed and they may be replaced by Virtual Machine (VM) information. 

Note: In order to manage the VNF network resource (as in NRM), the VNF application specific parameters, the VNF deployment specific parameters and the physical device parameters are specified or needed to be specified. 3GPP will study whether the VNF application specific parameters of the 3GPP-defined nodes should be changed or enhanced.

5.2.2.5     Post-conditions

The configured VNF can be managed by NM/EM and the all affected nodes are operational.
5.2.3
VNF configuration management by EM in mixed network

5.2.3.1
Introduction

The VNF application specific configuration management is needed during the lifecycle of VNF. In mixed network, the VNF application specific configuration management may be realized by EM and it may include:
1）Configure the VNF application specific parameters after a VNF is instantiated;

2）Release logical resource (e.g. managed objects, data structures) dedicated to manage the terminated VNF;

3）Configure the VNF application specific parameters after a VNF is scaled, upgraded or updated.

Note：Before VNF scale-in/scale-down/termination execution, there might be a need for NM/EM to adjust configuration parameters of nodes neighbour to the subject VNF.

The following use cases may be invoked by other use cases in TR 32.842 when the VNF application specific parameters need to be configured, e.g. NFV configuration management use case in section 5.9.

5.2.3.2
Configure the VNF application specific parameters after a VNF is instantiated

5.2.3.2.1       Introduction 

After the VNF is instantiated, the VNF is in the Instantiated Not Configured state [6]. The VNF application specific parameters should be configured. 
5.2.3.2.2       Actors

ETSI MANO VNFM, 3GPP NM (request originated by NFVO or EM).
5.2.3.2.3       Pre-conditions

1. EM receives the VNF has been instantiated message from VNFM; or
2. NM receives the VNF has been instantiate message from NFVO; or

3. NM receives the VNF has been instantiated message from EM.

5.2.3.2.4       Description

1. Under the pre-condition 2 or pre-condition 3, NM sends a configure VNF application parameters message to EM. 
2. EM prepares the set of VNF application specific parameters for the newly instantiated VNF and creates the logical resource (e.g. managed objects, data structures) dedicated to manage the subject VNF.

3. EM performs pre-configuration activities e.g. reconfiguring of nodes that have relation with the subject VNF, if necessary.

4. EM configures the subject VNF with the prepared VNF application specific parameters (see step 12, in clause B.3.2.1 [2]).
5.2.3.2.5       Post-conditions

The VNF is operational.
5.2.3.3
Release logical resource dedicated to manage the terminated VNF

5.2.3.3.1       Introduction 

After the VNF is terminated, EM may want to release its logical resource (e.g. managed objects, data structures) dedicated to manage the terminated VNF.
5.2.3.3.2       Actors

ETSI MANO VNFM, 3GPP NM (request originated by NFVO).
5.2.3.3.3       Pre-conditions

1. EM receives the VNF has terminated message from VNFM; or
2. NM receives the VNF has terminated message from NFVO.

5.2.3.3.4       Description

1. Under the pre-condition 2, NM forwards the VNF has terminate message to EM.
2. EM reconfigures nodes that have relation with the subject VNF, if necessary.

3. EM releases logical resource (e.g. managed objects, data structures) dedicated to manage the subject VNF.

5.2.3.3.5       Post-conditions

The logical resource (e.g. managed objects, data structures) dedicated to manage the subject VNF is released.
5.2.3.4
Configure the VNF application specific parameters after a VNF is scaled, upgraded or updated

5.2.3.4.1       Introduction 

During the VNF lifecycle, VNF can be changed by some lifecycle operations, such as scale VNF, update VNF or upgrade VNF. After these lifecycle operations are executed, the VNF application specific parameters may also need to be configured.
5.2.3.4.2       Actors

ETSI MANO VNFM, 3GPP NM (request originated by ETSI MANO NFVO or by 3GPP EM).
5.2.3.4.3       Pre-conditions

1. EM receives the VNF has been scaled message from VNFM; or
2. NM receives the VNF has been scaled or upgraded or updated message from NFVO; or

3. NM receives the VNF has been scaled message from EM.

5.2.3.4.4       Description

1. Under the pre-condition 2 or pre-condition 3, NM decides whether the VNF application specific parameters need to be configured and if needed, NM sends a request to configure VNF application specific parameters to EM.
2. Under the pre-condition 1, EM decides whether the VNF application specific parameters need to be configured.

3. If needed, EM: 

· prepares the VNF application specific parameters to be configured in the subject VNF and update the logical resource (e.g. managed objects, data structures) dedicated to manage the subject VNF; 

· reconfigures nodes that have relation with the subject VNF, if necessary;

· reconfigures the subject VNF with the prepared application specific parameters(see step 13, in clause B.4.4.1 and B.4.4.2 [2])

5.2.3.4.5       Post-conditions

The VNF application specific parameters are updated.
5.2.4    Automatic re-connection of eNBs after lifecycle management of vMME

5.2.4.1      Introduction

In the mixed network management, the scenario which physical network elements are connected to virtualized network elements should be taken into consideration. Such scenario must have occurred during a migration from the physical NE oriented network to virtualized NE oriented one. This clause includes one use case to show automatic re-connection of eNBs after lifecycle management of vMME.
5.2.4.2      Actors

This use case contains multiple sub use cases where each sub use case has its own actors that can be different than the actors of other sub use cases. The actors of sub use cases are not listed. 
5.2.4.3      Pre-condition

NFV management and orchestration operation is active. 3GPP management operation is active. The 2 vMME belong to same MME pool. The physical eNBs are connected to vMMEs.
5.2.4.4      Description

1. The vMME goes to serious failure. In this scenario, the failure results in complete down of affected vMME even though the vMME has a redundant functionality.

2. The vMME VNF fault is detected by and reported to appropriate correlation point (e.g., EM or VNFM).  The correlation point determines the root cause and the corrective action. In this scenario, the corrective action is concluded as the instantiation of vMME. And then the correlation point triggers the corrective action.

[Editor’s Note]: The failure detection and reporting procedure, root cause and impact analysis procedure and triggering procedure of the fault resolution action are FFS.

3. A new vMME VNF is built through instantiation.

Note: The instantiation procedure is according to B.3 of [2].

4. EM executes a configuration procedure of newly instantiated vMME.

5. The automatic re-connection procedure is executed for the eNBs which were connected to affected vMME. In this procedure, the S1 Setup procedure shall be executed automatically.

5.2.4.5      Post-condition

The eNBs have been successfully reconnected and are in operation.
5.3
Use cases for Performance Management 
5.3.1
VNF Performance measurements reporting to EM

5.3.1.1       Introduction 
This use case consists of performance measurements related to VNF applications.
5.3.1.2       Actors

3GPP EM.
5.3.1.3       Pre-conditions

NFV management and orchestration operation is active, and 3GPP management operation is active.
A performance measurement has been generated in VNF.

5.3.1.4       Description
1. VNF sends VNF application-layer performance-related measurements (e.g., Mean and maximum numbers of dedicated EPS bearers in active mode (see TS 32.426) etc.) to EM.
2. EM may forward the performance measurements to NM.
5.3.1.5       Post-conditions

Fault management function may be triggered by the performance measurement, if necessary.
5.4
Other Use cases involving Network Deployment

5.4.1     Information collection prior to capacity expansion

5.4.2.1      Introduction

This use case is to show how the operator makes a decision to initiate the expansion of virtualized network functions or network services based on the available resources when doing the network planning of VNF/NS.
5.4.2.2      Actors

3GPP NM.
5.4.2.3      Pre-condition

Operator wants to do the large-scale capacity expansion. 
5.4.2.4      Description

1) NM queries NFVO the information about the currently available resources.
2) NFVO sends the information about the currently available resources to NM.

Note: If NFVO doesn’t have the information about the currently available resources, it should request VIM to provide the information about the currently available resource.

3) Based on the statistic of the collected information about available resources, NM checks whether the currently available resources are sufficient for the expansion and if they are sufficient, NM can make a decision to initiate the expansion of virtualized network functions or network services (The expansion related use cases are described in section 5.2, 5.3 and 5.6). 

5.4.2.5      Post-condition
It is ready for the operator to do the large-scale capacity expansion.
5.5
Use cases for Core Network Lifecycle Management 
5.5.1
Instantiation of Core Network Service 

5.5.1.1       Introduction 

This use case is to describe operator originated instantiation of core network service. To support the core network service, it may need the instantiation of multiple VNFs and setup the connections between the network elements.
5.5.1.2       Actors

This use case contains multiple sub use cases where each sub use case has its own actors that can be different than the actors of other sub use cases. The actors of sub use cases are not listed. 

5.5.1.3       Pre-conditions

Operator wants to deploy new network service. 
5.5.1.4       Description

1. Based on the network service requirements or the detection of constant traffic demand surging in a given area, operators plan and design the multi-vendor core network elements deployment which includes the related network elements information and the connection information between the network elements. 
2. Operator performs VNF package on-boarding, if they are not on-boarded.

3. Operator performs network service descriptor on-boarding if they are not on-boarded.

4. Operator initiates the network service instantiation from the 3GPP functional block.

5. The instantiation of network service may include the instantiation of multiple related VNFs and the related connections. 

6. For the instantiation of VNF, the virtual resources are allocated first by the ETSI MANO functional block.

7. After resources are allocated, the network element parameters and connections related configuration parameters are configured to VNF by the 3GPP functional block.

8. After all the network service related VNFs and the corresponding connections are configured, the virtualized network is ready to provide network service.

5.5.1.5       Post-conditions

The new network service is ready for operator to use.
5.5.2
Network Service instance scaling

5.5.2.1     Introduction

Network Service scale out/in are important operations during the management of Network Services. They may be triggered at NM by operator manually or by some NM level functions (e.g. Load Balancing) automatically.
These UCs are to show the Network Service scale out/in operations once the needs are detected and the scaling actions are determined. 

5.5.2.2     Network Service instance scale out

5.2.2.2.1       Introduction

None.
5.2.2.2.2       Actors
3GPP NM.
5.2.2.2.3       Pre-conditions

NFV management and orchestration operation is active, and 3GPP management operation is active.
NM detected the need to scale out and determined the scale out action.
5.2.2.2.4       Description

1. NM requests NFVO to scale out a NS (Network Service) instance to a new deployment flavour.
2. NFVO initiates the corresponding NS instance scale out procedure. It is foreseen that NS can be scale-out either by expanding existing VNF instances or by instantiating new VNF instance(s).See section C.4.1 in [2].

3. NM is informed by NFVO about the scaling out of NS.

5.2.2.2.5       Post-conditions

NM configures the relevant scaled or instantiated VNFs via EM. The NS instance is scaled out to the new deployment flavour.
5.2.2.3     Network Service instance scale in

5.2.2.3.1       Introduction

None.
5.2.2.3.2       Actors

3GPP NM.
5.2.2.3.3       Pre-conditions

NFV management and orchestration operation is active, and 3GPP management operation is active.
NM detected the need to scale in and determined the scale in action.
5.2.2.3.4       Description

1. NM requests NFVO to scale in a NS instance to a new deployment flavour.
2. NFVO initiates the corresponding NS instance scale in procedure. It is foreseen that NS can be scale-in either by contracting or terminating VNF instance(s). See section C.4.2 in [2].

3. NM is informed by NFVO about completion of the scaling in of NS.

5.2.2.3.5       Post-conditions

NM configures the relevant scaled VNFs via EM. The NS instance is scaled in to the new deployment flavour.
5.5.3
Network Service instance update due to VNF instance modification

5.5.3.1 
  Introduction

Network Service update due to VNF instance modification is an important operation during the management of Network Services. It may be triggered at NM by operator manually or by some NM level functions (e.g. Self-healing) automatically.
This use case is to show the Network Service update due to VNF instance modification operation once the need is detected and the update action is determined. 
5.5.3.2    Actors

3GPP NM.
5.5.3.3    Pre-conditions

NFV management and orchestration operation is active and 3GPP management operation is active.
NM detected the need to update a NS instance and have determined the update action.
5.5.3.4    Description

1. NM requests NFVO to update a NS instance..
2. NFVO initiates the corresponding NS instance update procedure. One or more new VNF(s) is/are instantiated and corresponding VNF(s) is/are terminated. See section C.5 in [2].

3. NM is informed by NFVO about the update of NS.

5.5.3.5    Post-conditions

NM configures the instantiated VNF(s) via EM. The NS instance is updated due to the VNF instance modification.
5.5.4
   Termination of Core Network Service Instance 

5.5.4.1       Introduction 

The use case is intended to describe the termination of a core NS (instance). Multiple VNFs may need to be terminated in order to complete the core NS instance termination. The use case addresses the scenario whereby the termination of the core NS instance is initiated at NM, triggered by the operator. Note that the Use Case considers termination of core NS instances for both NS instances realized through a) mix network functions (i.e., virtualized network functions and physical network functions) and b) virtualized network functions only. 
This use case addresses only the termination of an instance of a particular core NS previously instantiated using a relevant deployment template. 

5.5.4.2       Actors


3GPP functional block NM.

5.5.4.3       Pre-conditions

The core NS exists and the 3GPP functional block is authorized to terminate the core NS instance. 
The operator decides that a particular core NS instance is not required anymore and therefore the operator decides to terminate that particular core NS instance. For example the demand for a particular core NS instance has decreased to a point where its maintenance (continued offering) is no longer justifiable.
5.5.4.4       Description

1. The operator triggers a particular core NS instance termination. 
2. Based on the deployment template of the core NS instance targeted (requested by operator) for termination, NM may initiate termination of application level connections among VNFs/PNFs that are used by the targeted core NS instance. An example of application level connections that may be released during the termination of the core NS instance, could be the release of Data Radio Bearers as specified in [9] section 8.2.3.2.1. 

(Note: NM should not terminate application level connections that are also used by other core NS instance(s) not targeted for termination.)

3. NM initiates termination of the NS instance related to the targeted core NS instance toward NFVO, which may include termination of VLs [2] section 6.4 and/or FGs [2] section 6.5 set up by the ETSI MANO functional block in accordance to the procedure described in [2] section C.6.. This step is not addressed further in this Use Case. 

(Note: NM should not initiate termination of the NS instance if the NS instance is also used by other core NS instances not targeted for termination.)  

4. Once the 3GPP functional block receives a positive response from the ETSI MANO functional block (i.e. acknowledgement that the NS instance termination is completed), the result of the NS instance termination is communicated by the 3GPP functional block to the operator.
5.5.4.5       Post-conditions

The Network Service Instance is terminated.
Some relevant connections (i.e. application level, VLs and FGs) among VNFs/PNFs used by the core NS instance targeted for termination and not used by other NS instances may have been terminated. 

Some relevant VNFs used by the core NS instance targeted for termination and not used by other NS instances may have been terminated and their related resources may have been released. 

The operator is notified with the result of the termination.

5.5.5    VNF Package On-boarding

5.5.5.1
   Introduction

The use case assumes that the VNF Package is supplied by the network manager (NM) and on-boarding is triggered by the NM and that the NFVO would perform the resource orchestration, and the lifecycle management of network services and the 3GPP functional block NM would perform the network manager role for the virtualized network.
Note: No assumptions are made on mapping of OSS/BSS as described in [2] to 3GPP management reference model.

5.5.5.2
   Actors

3GPP NM.

5.5.5.3    Pre-conditions

1. NFV management and orchestration is operational.
2. Network management is operational.

3. NM possesses a VNF Package which is not on boarded yet.
5.5.5.4    Description

1. The NM decides that VNF Package needs on-boarding and issues on-boarding request to the NFVO.
2. NFVO processes the VNF Package and on-boarding proceeds as specified in B.2.1 [2], steps 2 - 5.

3. NFVO acknowledges to the NM successful package on-boarding.

5.5.5.5    Post-conditions

The new VNF Package is on boarded.
5.5.6    Enabling VNF Package

5.5.6.1
   Introduction

The use case assumes that the VNF Package is on boarded and disabled; enablement is triggered by the NM and that the 3GPP functional block NM would perform the network manager role for the virtualized network and the ETSI MANO functional block NFVO would perform the resource orchestration, and the lifecycle management of network services
5.5.6.2
   Actors

3GPP NM.

5.5.6.3    Pre-conditions

1. NFV management and orchestration [2] is operational.
2. Network management is operational.

3. A VNF Package is on-boarded, disabled and is not marked as deletion pending.

5.5.6.4    Description

1. NM submits a request to the NFVO using the operation Enable VNF Package. 
2. The NFVO processes the request and enable the VNF Package.

3. The NFVO acknowledges to the NM that the VNF Package is enabled.

5.5.6.5    Post-conditions

The new VNF Package is enabled.
5.5.7    Disabling VNF Package

5.5.7.1
   Introduction

The use case assumes that the VNF Package is on boarded and disablement is triggered by the NM and that the 3GPP functional block NM would perform the network manager role for the virtualized network and that the ETSI MANO functional block NFVO would perform the resource orchestration, and the lifecycle management of network services.

5.5.7.2
   Actors

3GPP NM.

5.5.7.3    Pre-conditions

1. NFV management and orchestration [2] is operational.
2. Network management is operational.

3. A VNF Package is on boarded

4. The VNF Package is enabled.

5.5.7.4    Description

1.
NM submits a request to the NFVO using the operation Disable VNF Package 2.
The NFVO processes the request and checks the VNF Package.
3. The NFVO disables the VNF Package. 

4.
The NFVO acknowledges to the NM that the VNF Package has been disabled.
5.5.7.5    Post-conditions

The new VNF package is disabled.
5.5.8    VNF Package Update

5.5.8.1
   Introduction

The use case assumes that the VNF Package is on boarded and update is triggered by the NM and that the 3GPP functional block NM would perform the network manager role for the virtualized network and that the ETSI MANO functional block NFVO would perform the resource orchestration, and the lifecycle management of network services.

Note that ‘update’ means process by which a modified VNF Package is submitted to the NFVO to be included in the catalogue.
5.5.8.2
   Actors

3GPP NM.

5.5.8.3    Pre-conditions

1. NFV management and orchestration [2] is operational.
2. Network management is operational.

3. A VNF Package is on-boarded

4. NM possesses a modified VNF Package which is not processed by NFVO.

5.5.8.4    Description

1. The NM decides that VNF Package needs update; modified VNF Package is submitted to the NFVO using the operation Update VNF Package.
2. NFVO processes the modified VNF Package.

3. The NFVO acknowledges the VNF Package update.

5.5.8.5    Post-conditions

A modified VNF Package version is included in addition to the original one.
5.5.9    VNF expansion

5.5.9.1    Introduction

VNF expansion refers to the addition of capacity that is deployed for a VNF, and may result in a scale-out of a VNF by adding VNFCs to support more capacity or may result in a scale-up of virtualized resources in existing VNF/VNFCs (see Annex B.4.4.1, B.4.4.2 in [2]).
This UC is to show the VNF expansion operations once the need is detected and the scaling action is determined.
5.5.9.2    Actors

3GPP EM (request originated by self or by NM or by NFVO via NM). 
5.5.9.3    Pre-conditions

NM or EM detected the need to scale and have determined the scaling action.
5.5.9.4    Description

1. EM, or NM (via EM or NFVO) requests capacity expansion to the VNFM (see step 2, in clause B.4.4.2 in [2]).
2. VNFM expands the resources (see step 8 – 10 in B.4.4.1 and B.4.4.2 in [2]).

3. After successful resource expansion, VNFM sends EM the information that an existing VNF has additional capacity (see step 11 B.4.4.1 and B.4.4.2 in [2]).

4. EM updates the VNF as a managed device (see step 12, in both clause B.4.4.1, and B.4.4.2 in [2]).
5. EM configures the VNF with application specific parameters (see step 13, in both clause B.4.4.1, and B.4.4.2 in [2]).

6. EM sends information about the newly updated and configured additional capacity to the NM.

5.5.9.5    Post-conditions

VNF is in operational with expanded capacity.
5.5.10   VNF Contraction

5.5.10.1     Introduction

VNF contraction refers to the removal of capacity from a deployed VNF, and may result in scale-in of a VNF by removing VNFCs to free resources in the NFVI, or may result in scale-down of computing and memory resource from existing VNF/VNFCs (see Annex B.4.4.3, B.4.4.4 in [2]).
The goal is to show how VNF contraction operation can reduce capacity in NFVI, when NM or EM detects the capacity release opportunity.
5.5.10.2     Actors

3GPP EM (request originated by self or by NM or by NFVO via NM).
5.5.10.3     Pre-conditions

NM or EM detects a capacity release opportunity, and determines to trigger the VNF contraction.
5.5.10.4     Description

1. After NM, via EM, adjusts the configuration of the subject VNF and the nodes neighbour to the subject VNF if needed:
· EM, or NM via EM requests capacity release for the VNF to the VNFM (see step 2 – 5, in clause B.4.4.4 [2]) or

· NM via NFVO requests VNFM to initiate VNF contraction.

2. VNFM starts the process to terminate a VNF component (see step 6, in clauses B.4.4.3, B.4.4.4 [2]).
3. Once the VNF component is gracefully terminated, the VNFM requests VIM directly to delete of the VM(s) (see step 7, in clauses B.4.4.3, B.4.4.4 [2]).

4. After VIM acknowledging the successful resources release, VNFM notifies EM that an existing VNF has been updated with requested capacity reduction (see steps 8, 10 in clauses B.4.4.3, B.4.4.4 [2]).

5. EM and VNFM update the VNF managed device (see step 12 in clause B.4.4.3 [2], B.4.4.4 [2]).
6. EM sends information about the VNF with reduced capacity to NM.

5.5.10.5     Post-conditions

VNF is in operational with reduced capacity.
5.5.11
  Termination of Core VNF instance

5.5.11.1       Introduction 

The use case is intended to show how VNF is terminated in the mixed networks where non-virtualized NE and VNF are co-existing. The use case addresses the scenario that the VNF termination is triggered at NM by the operator.
5.5.11.2       Actors

This use case contains multiple sub use cases where each sub use case has its own actors that can be different than the actors of other sub use cases. The actors of sub use cases are not listed. 


5.5.11.3       Pre-conditions

Operator decides a core VNF instance is not necessary any more. For example, operator may want to reduce the network capacity when the load of the network is continuously low and the network resources are not efficiently utilized. 
5.5.11.4       Description

1. Operator initiates the VNF instance termination operation from the 3GPP functional block. 
2. The 3GPP functional block triggers application level termination. The influence of termination to the provided network service should be minimized. 

3. After the application level termination is done, the selected core VNF instance related virtual resources are released by the ETSI MANO functional block. 
4. The result of the VNF instance termination is reported to the operator.

5.5.11.5       Post-conditions

All VNF components of the selected VNF instance have been terminated, the related virtual resources (e.g. computing, storage, network and connectivity etc.) have been released accordingly after the termination. Operator is notified with the result of the termination.
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