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Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1]
TR 32.842 Telecommunication management; Study on network management of Virtualized Networks v040
[2]

ETSI GS NFV-MAN-001 Network Function Virtualisation (NFV) Management and Orchestration v111
[3]
3GPP SA5 status on NFV, NFV(15)000049r1_3GPP_SA5_status_on_NFV.pptx
3
Rationale
According to the contribution 3GPP SA5 status on NFV [3], "E2E management procedures (mobile network)" means the end-to-end procedures for NFV management (of mobile networks), including the interactions among all the relevant management entities (OSS/BSS/NM, EM, NFVO, VNFM, VIM) and VNF/PNF, and if needed it will include the interactions between VNFs/PNFs too. Therefore, from Mobile Networks E2E management point of view, 3GPP SA5 defines Mobile VNF and mixed network E2E management for the mobile dedicated features with reference to common procedures defined in ETSI NFV.
Using VNF lifecycle management (LCM) as a concrete example, in 3GPP SA5 TR 32.842 [1], there are Mobile Networks end to end VNF management procedures related to VNF instantiation, VNF instance scaling and termination of VNF instance. This is the result of considering that generic VNF lifecycle management flows described in informative annex B of ETSI GS NFV MAN 001 [2]. Actually, the following criteria were used in the SA5 work for defining Mobile Networks E2E VNF lifecycle management procedures.
1. For the interfaces connected to 3GPP nodes, including NM/OSS, EM and VNF, the VNF lifecycle management which is mostly generic for all kinds of networks (but not really specific to Mobile Networks) - The work is to be initiated by ETSI NFV MANO and 3GPP SA5 will be involved via the cooperation process which will be jointly defined by the ETSI NFV MANO.
2. For the interfaces within ETSI MANO domain - The generic VNF lifecycle management, which is mostly generic for all kinds of networks (but not really specific to Mobile Networks), SA5 needs to be informed about the approval of the proposals and specifications and SA5 will check if SA5 requirements on Mobile Network NFV management can be supported. In case they are not supported, SA5 could request the ETSI NFV MANO to make some changes.
3. For the interfaces within 3GPP domain and the information model (data) specific to Mobile Networks (for all interfaces) - The work is to be initiated by SA5 and coordinated with ETSI NFV MANO. The start of the work can be either triggered by SA5 itself or by request from ETSI NFV MANO.

The Mobile Networks E2E VNF lifecycle management procedure flows in 3GPP TR 32.842 [2] and the generic VNF lifecycle management flows in ETSI MAN 001 are extracted below.
VNF instantiation procedure
====================extract begin from TR 32.842=======================
7.3.1 
Instantiation of VNF
Scenario 1: VNFM allocates VNF resources
…
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Figure 7.3.1-1 VNF instantiation with resources allocated by VNFM
Note: 

1. Options in 1a/1b/1c/1d will be updated with UML format.

2. Dotted rectangle area is indicated to be consistent with the agreement in ETSI NFV.

Scenario 2: NFVO allocates VNF resources
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Figure 7.3.1-2 VNF instantiation with resources allocated by NFVO
====================extract end from TR 32.842=======================
====================extract begin from NFV MAN 001=======================
B.3.2
VNF instantiation flows with resource allocation done by VNF Manager

B.3.2.1
VNF instantiation from EM
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Figure B.10: VNF Instantiation from EM flow

...
B.3.2.2
VNF instantiation from NFVO
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Figure B.11: VNF instantiation from NFVO flow

B.3.1
VNF instantiation flows with resource allocation done by NFVO

…

B.3.1.2
VNF instantiation flow
VNF instantiation refers to the process of identifying and reserving the virtualised resources required for a VNF, instantiating the VNF and starting the VDU associated with each VNF.
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Figure B.9: VNF instantiation message flow

====================extract end from NFV MAN 001=======================
VNF instance scaling
====================extract begin from TR 32.842=======================
7.3.2
VNF instance scaling procedures

7.3.2.1
VNF instance scaling procedures with resource allocation done by VNF Manager 

7.3.2.1.1
VNF instance expansion procedure triggered by NM/EM
…
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Figure 7.3.2-1: VNF instance expansion procedure triggered by NM/EM
Editor’s Note: For VNF expansion, the decision point and the trigger point is FFS.
7.3.2.1.2
VNF instance contraction procedure triggered by NM/EM
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Figure 7.3.2-2: VNF instance contraction procedure triggered by NM/EM
Editor’s Note: For VNF contraction, the decision point and the trigger point is FFS.
====================extract end from TR 32.842=======================
====================extract begin from NFV MAN 001=======================
B.4
VNF instance scaling flows 
…
B.4.3
Scaling flow with resource allocation done by NFVO
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Figure B.12: VNF instance scaling message flow

B.4.4
Scaling flows with resource allocation done by VNF Manager 
B.4.4.1
Automatic VNF expansion triggered by VNF performance measurement results
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Figure B.13: Automatic VNF expansion flow triggered by VNF performance measurement results
B.4.4.2
EM initiated VNF expansion
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Figure B.14: EM initiated VNF expansion flow

…

B.4.4.3
Automatic VNF contraction triggered by VNF performance measurement results
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Figure B.15: Automatic VNF contraction flow triggered by VNF performance measurement results
…

B.4.4.4
EM initiated VNF contraction
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Figure B.16: EM initiated VNF contraction flow

====================extract end from NFV MAN 001=======================
Termination of VNF instance
====================extract begin from TR 32.842=======================
7.3.3 
Termination of IMS/EPC VNF instance Procedure
There are the following procedures for the termination of VNF instance when the resources are released by NFVO:

1. Termination request is sent from NM to EM. 

2. Termination request is sent from NM to NFVO. 
…
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Figure 7.3.3-1 Termination request is sent from NM to EM
…

[image: image14.emf]VNF 

Manager

VIM

NM 

1. Terminate VNF 

Instance

2. Validate request

3. Terminate VNF instance

7.1 Terminate VNF instance

7.4 Delete internal 

connectivity network

7.5 Delete VMs

7.6 Ack completion of resource deletion

8. Ack end of VNF 

instance termination

NFVO

7.2 ACK of VNF termination

7.3 Resource(compute,storage,network) deletion

EM

4. Terminate VNF instance

6. ACK of VNF termination

5. Delete VNF 

from managed 

device list


Figure 7.3.3-2 Termination request is sent from NM directly to NFVO
====================extract end from TR 32.842=======================
====================extract begin from NFV MAN 001=======================
B.5
VNF instance termination flows
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Figure B.17:  VNF instance termination message flow

====================extract end from NFV MAN 001=======================
4
Detailed proposal

According to the discussion above, it is proposed that for Mobile Networks E2E VNF LCM:
1. 3GPP SA5 defines Mobile Networks E2E management for the mobile dedicated features with the reference of common procedures defined in ETSI NFV MANO.
2. NM/EM need to trigger Generic VNF LCM which is defined in ETSI NFV MANO as part of the Mobile VNF LCM procedure which is defined in 3GPP SA5. 

3. NM/EM need to receive message about the outcome of Generic VNF LCM (supporting the mobile VNF) which is defined in ETSI NFV MANO.
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4. Check free resources are available (e.g. Pool, Resource type, CPU, Memory, etc.), optionally reserve towards VIM.
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4. Check free resources are available (e.g. Pool, Resource type, CPU, Memory, etc.), optionally reserve towards VIM.
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