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Decision/action requested

Discuss and approve the addition of this text on ESM concepts to draft TS 32.551 (OAM-ES )
2
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3
Rationale

This contribution is a resubmission of [4] to include two new use case on distributed energy saving.  These two use cases refer to the capacity-limited network use case, as described already in Annex A of [2] and here reported briefly.
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Figure A.1 Different network arrangements corresponding to capacity demand variation for energy saving purposes (picture taken from [2], Annex A)
The document [2] contains so far two use cases describing how to perform energy saving through a centralized ES solution. This contribution introduces two use cases where the decision to activate energy saving is performed by the Network Element. The basic steps in the procedure remain similar to the centralized ES solution.At SA5#73 a definition of a hybrid architrecture was discussed and it was concluded that the use case here described falls under the definition of distributed solution. The main reason is the fact that our contributions follow the conventional framework of distributed SON functions that include some motoring/maintainace in a centralized manner, whereas the actual function is applied distributed.
The steps performed by the NM are activation of ES on the selected set of NEs and configuration of global information concerning the entire area of selected NEs through policies. The definition of these policies is left for stage 2 contributions.
The steps performed by a NE are the decision of the activation of the energy saving, the selection of the neighbouring NEs to change the ES state and the execution of the ES-state transition.
The proposed changes are the following:

· Addition of one requirement to fulfill the need of local coverage information on the NEs

· One use case for activing energy saving on network elements in a capacity-limited network scenario with distributed ES solution.

· One use case for deactivating energy saving on network elements in a capacity-limited network scenario with distributed ES solution.

4
Detailed proposal
	1st Modified Section


6.1.3
Requirements for Distributed ES

REQ-DIES-FUN-01
The IRP Agent shall be able to allow the IRPManager to define a list of cells to prevent them from going into energySaving state. 

REQ-DIES-FUN-02
The IRPAgent should support a capability allowing the IRPManager to define a traffic threshold: If the traffic in the active neighbor cells is above this threshold, then the cell can leave the energy saving state. 


REQ-DIES-FUN-03
The IRPAgent shall provide the capability to allow the IRPManager to configure one or more related cells as the candidate cells to take over the coverage when the original cell is going into energySaving state.
This requirement applies for the use case eNodeB overlaid.

REQ-DIES-FUN-04
The IRPAgent shall provide a capability to allow the IRPManager to indicate cell outage of an overlay cell that is a candidate cell that can take over the coverage for another cell.
This requirement applies for the use case eNodeB overlaid.

REQ-DIES-FUN-05
The IRPAgent should support a capability allowing the IRPManager to define a cell traffic threshold and a time duration; if the traffic in the cell is below this threshold longer than this time duration, then the cell can enter the energy saving state.

Editor’s note: 
Details of this traffic threshold will be defined in stage 2. 


REQ-DIES-FUN-06
The IRPAgent should support a capability allowing the IRPManager to define a traffic threshold and a time duration; if the traffic in active neighbor cells is below this threshold longer than this time duration, then the cell can enter the energy saving state.

Remark: The time duration is the same as for the cell traffic threshold (see REQ-DIES-FUN-05).

Editor’s note: 
Details of this traffic threshold will be defined in stage 2. 


REQ-DIES-FUN-07
The IRPAgent should support a capability allowing the IRPManager to define in a uniform way on subnetwork level or for many cells the circumstances when entering or leaving the energy saving is allowed.


REQ-DIES-FUN-08
IRPManager shall be able to enable and disable energy saving for a selected part of the network.

REQ-DIES-FUN-09
The IRPManager provides the IPRAgent information about candidate neighbours for coverage compensation for each NE.
	2nd Modified Section


6.4
High level use cases

6.4.x Energy saving activation on selected network elements (Distributed ES)

	Use Case Stage
	Evolution / Specification
	<<Uses>>

Related use 

	Goal (*)
	Activating  energy saving for a selected network elements in a part of the network
	

	Actors and Roles (*)
	 IRPManager as user
	

	Telecom resources
	Network elements (NEs) and their OSS.
	

	Assumptions
	The network operator has enabled the distributed energy saving function on selected network elements in a part of the network (network elements, e.g. base stations). This allows to activate energy saving on some network elements and to activate energy saving compensation on others.
IRPManager is continuously monitoring load on NEs and provides information about candidate neighbours for coverage compensation to NEs as policies.
A distributed coordination mechanisms is adopted to avoid conflict among the energy saving decisions of neighboring NE i.e. base stations. 
An interference control function is available to support the coverage adjustment process among NEs in ES-Compensate and ESaving state.
	

	Pre conditions
	The network topology should allow transferring some network elements into ESaving state while maintaining coverage by transferring some other into ES-Compensate state.
The IRPManager enables energy saving for a selected part of the network.

The IRPManager provides policies and coverage compensation information to the NEs in order to support the execution of the energy saving algorithms on these elements.
Network elements (e.g. base stations) are not in a faulty state.
	

	Begins when 
	Distributed energy saving is enabled.
	

	Step 1 (*) (M)
	NEs execute the energy saving algorithm to determine when which neighboring NEs should enter ESaving state, ES-Compensate state, or No-ES state – e.g., depending on knowledge of current load information of neighboring base stations
	

	Step 2 (*) (O)
	Based on the output of step 3, those NEs that have been selected to be transferred to ESaving state, perform energy-saving activation and inform the IRPManager.
	

	Step 3 (*) (M)
	Based on the output of step 3, those NEs that have been selected to be transferred to ES-Compensate state, initiate energy-saving compensation and inform the IRPManager.
	

	Ends when (*)
	The selected base stations are in ESaving state, and other selected base stations are in ES-Compensate state.
	

	Exceptions
	FFS.
	

	Post Conditions
	Energy-saving activation has been performed on some selected NEs. Other selected NEs are in ES-Compensate state. The network coverage is maintained. The network capacity is adapted to the reduced load.
	

	Traceability (*)
	 REQ-DIES-FUN-09
	


6.4.x De-activation of energy saving on selected network elements 
(Distributed ES)

	Use Case Stage
	Evolution / Specification
	<<Uses>>

Related use 

	Goal (*)
	Deactivating energy saving for a selected part of the network 
	

	Actors and Roles (*)
	IRPManager as user
	

	Telecom resources
	Network elements (NEs) and their OSS.
	

	Assumptions
	The network operator has enabled the energy saving distributed function on selected network elements in a part of the network, so that the NEs can de-activate energy saving state depending on load conditions.

A distributed coordination mechanisms is adopted to avoid conflict among the energy saving decisions of neighboring NE i.e. base stations.
An interference control function is available to support the coverage adjustment process among NEs in ES-Compensate and ESaving state.
	

	Pre conditions
	The affected network elements are in ESaving state or in ES-Compensate state.

Network elements (e.g. base stations) are not in a faulty state.
	

	Begins when 
	 Distributed energy saving is disabled.
	

	Step 1 (*) (M)
	NEs (e.g. base stations) execute the energy saving algorithms that decide which NEs remain in ESaving state or enter ES-Compensate state, or notES state based on network load, geographic positions and maximum coverage of base stations.
	

	Step 2 (*) (M)
	After the completion of the energy saving de-activation process, the IRPAgent informs the IRPManager on the result of the process.
	

	Ends when (*)
	The selected network elements are in No-ES state.
	

	Exceptions
	FFS.
	

	Post Conditions
	Energy-saving de-activation has been performed on some selected NEs. Some selected NEs are in No-ES state; other selected NEs are in ES-Compensate state. The network coverage is maintained. The network capacity accommodates the increased load.
	

	Traceability (*)
	REQ-DIES-FUN-09
	


	End of Modified Sections
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