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1 [bookmark: _Toc341566745]Subtask General overview

2 [bookmark: _Toc341566746]Introduction 
The interest in Performance Management has significantly increased due to the changes taking place in the newly competitive telecommunications industry which presents several challenges for service providers as follows.
A variety of providers enters the marketplace and competes for customers. New entrants that are striving to gain market share and to establish themselves as viable suppliers can use performance to provide one means of attracting customers. 
The rapid evolution of telecommunications-based applications is accelerating the rate of introduction of new services that use emerging networking technologies. Performance can help encourage customers to use these new services and technologies. The critical dependency between a constantly expanding set of essential business activities and the availability of communication networks and information services means that great numbers of customers are demanding increasingly stringent communications and information performance levels to insure business continuity.
The widespread use of smartphones, tablet computers and other Web-enabled mobile devices has caused wireless data services to explode. Service providers’ networks see more bandwidth-hungry traffic each day: to survive, service providers need to decrease their cost per bit while simultaneously optimizing their network to handle more traffic. 
Several emerging market needs place a new emphasis on specifying performance. These include the requirement to support emergency response personnel, the opening up of the telecom service market to competition, and the deployment of services based on network technologies. Additionally, the number of ebusiness requiring very high levels of service availability from their external networks and services, such as servers, databases, etc., continues to rapidly grow.
The cell/packet-based technologies raise new performance specification issues not present in services based on traditional circuit switched networks and leased lines. These new performance specifications are related to defining, monitoring and collecting performance data, and to transforming that data into useful service performance reports.
LTE standards address this huge demand for higher bandwidth, lower latency, and advanced communication services. In LTE networks, many devices need to be managed, increasing the potential points of failure or degradation and service operators are working to compensate for network congestion through improved quality of service (QoS).
These evolving market conditions have forced operators to manage overlapping 2G, 3G and 4G technologies and the convergence of mobile and fixed networks.
In turn, it’s more important than ever that Element Management Systems (EMSs) and Network Management Systems (NMSs) properly control network devices to ensure calls go through, video gets viewed, online games perform, and more.

Performance management provides functions to evaluate and report on the behaviour of telecommunication equipment and the effectiveness of the network or network element. Therefore the constant monitoring of the quality of Services (Services Performance Management) and Networks (Network Performance Management) are becoming more critical.

Service Performance Management mainly includes:
[1] Service Support Performance
[2] Service Operability Performance
[3] Service Accessibility Performance
[4] Service Retainability Performance  
[5] Service Integrity Performance	Comment by Huawei: HW prefered to start with the three catetories.
[6] Service Security Performance	Comment by Huawei: It  should also have the Mobility realted performance.

Network Performance mainly includes:	Comment by Huawei: What is the principle of the classification
[1] Planning, Provisioning, and Administrative Performance	Comment by Huawei: How to understand these performance?
[2] Trafficability Performance(Grade of Service)
[3] Network Item Dependability Performance(the availability performance and its influencing factors, reliability performance, maintainability performance and maintenance support performance)
[4] Transmission Performance

From the network elements, the network performance data is aggregated to provide KPIs that are an indication of service resource performance. The KPIs are then used to produce the Service KQIs that are the key indicators of the service element performance. Service KQIs are then used as the primary input for management of internal or supplier / partner SLAs that calculate actual service delivery quality against design targets or in the case of supplier / partner, contractual agreements. Service KQIs provide the main source of data for the Product KQIs that are required to manage product quality and support the contractual SLAs with the customer. The following figure illustrates the key indicator hierarchy.

Service and network performance is mainly indicated by KQIs and KPIs.	Comment by Huawei: What is KPI/KQI ?
Suggesting to use the definition in section 6.1 here
KQIs (Key Quality Indicators) provide a measure of specific aspect of a service and are based on a number of sources including the KPIs. KPIs (Key Performance Indicators) provide a measurement of a specific aspect of the performance of a service resource (network or non-network) or group of service resources of the same type. These are usually computed on the basis of PI collected from Network Elements impacted by specific service provisioning.

[image: ]
Figure 1: Relation among KPI , KQI and PI from specific Technology Network Element

Service Performance KQIs are user-oriented while Network Performance KPIs are network provider and technology-oriented. Network Performance KPIs together with Service Performance KQIs need to be identified to capture a more accurate picture of the customer’s perception. Computation of service performance is based on network-related KPIs and non-network related KQIs. 
Network performance KPIs are usually defined in terms of the number and/or intensity of network performance event occurrences during a specified time interval. The values of these KPIs can be computed from event information (e.g. counters) and reported to the service Customer.

Criteria to define Network and Service performance KQIs and KPIs:
[1] Provide concrete repeatable measurements in well-defined quantities without subjective interpretation
[2] Be useful to users and service providers in understanding the performance they experience or provide
[3] Not exhibit a bias for services supported by one network technology as opposed to another technology
[4] Be measurable via a process acceptable to service providers, their customers and, in some cases, outside testing agencies while avoiding including artificial performance goals.
[5] Be useful as a specification in contractual documents to help customers with high performance requirements purchase the level of service they need
[6] Be useful for publication in datasheets
[7] Be capable of measuring one provider independent of all others
[8] Support a diagnostic mode that can be used to sectionalize or identify the degradation contribution in a long multi-hop, multi-provider path.
The big challenge in this study is not in the identification of the KPI s necessary to derive suitable KQI, since a great deal of work has already been performed by several SDOs, but in understand how different technology PIs can be mixed together to provide multi-technology/convergent KPI and thus derive KQIs
2.1 [bookmark: _Toc341566747]Scope	Comment by Huawei: HW opinion:
Define KQI related sceanrios.
Define KQI 
Define KQI related KPI/counters.
Define the mangement mechanism to get KPI/Counter.
Following objectives have been identified:
· Delivery of relevant services scenarios for performance management in an hybrid environment of converged heterogeneous networks
· Delivery of recommendations and high level requirements on how to define modelled KQI/KPIs for the identified service scenarios. 

In  the second part of the subtask timeframe (e.g. in January 2013)  it will be evaluated to extend the scope of the subtask to cover also the following objective:
· Based on the above 2 subtask outcomes, a gap analysis of what already existing on PM  (mainly in 3GPP & TMF, See also [1] and [2] for references) will be provided. Based on this analysis,  a set of KQI/KPIs of interest will be selected  and high level requirements will be defined.
· Delivery of the OSS Requirements for PM on the Northbound interface, e.g. performance job schedule, create, modify and delete. And performance file collection requirement.
· Solution requirement (requirements and recommendations for performance data template or file format, such as xml schema)


Out of scope
· Performance measurement definition. Performance detail measurements or counters definition is out of PM scope because there are plenty of measurements in the current network to sort out. Our concern is not the NE specific measurements of the KPIs, but the way to manage the Performance data and their exchanges for the operator’s needs. Indeed, the operator shall be able to trigger  from its OSS PM application,  performance jobs  for dedicated purpose and need (targeted NEs, or targeted Cells, or targeted domain/zone/area), and collect related PM measurements within its OSS PM application. All performance management related information exchanges between the EMS and OSS PM Applications shall comply with standardized specifications.	Comment by Huawei: Different standardization group have defined the KPI/KQI, how to uniform the different KQI/KPI difinition? 


Milestones:
· Draft 1                                  06.08.2012
· Refined  draft 1                  30.10.2012
· Refined  draft 2                  31.01.2013
· Final  deliverable                28.04.2013

2.2 [bookmark: _Toc341566748]References
1 “NGMN Informative List of SON Use Cases”, April 17th, 2007 - [OPS06] PERFORMANCE MANAGEMENT IN REAL TIME
2 “NGMN Recommendation on SON and O&M Requirements”, December 5th, 2008 -PERFORMANCE MANAGEMENT IN REAL TIME
3 "Self-Optimizing Networks - The Benefits of SON in LTE”,  4G Americas, July 2011 - SELF‐TUNING X2 INDEPENDENT ALGORITHMS
4 ITU-T Recommendations E.800
5 ITU-T Recommendations E.801
6 TMF GB 917 SLA Management Handbook Volume 2 Concepts and Principles Release 2.5
7 3GPP TR 32.831 V1.0.0 , “Study on Alignment of 3GPP Performance Management and TM Forum Interface Program (TIP) Performance Management (Release 10)”
8 3GPP TS 32.410 Telecommunication management; Key Performance Indicators (KPI) for UMTS and GSM, Release 10
9 3GPP TS 32.450: Telecommunication management;Key Performance Indicators (KPI) for E-UTRAN:Definitions, Release 10
10 3GPP TS 32.455: Telecommunication management; Key Performance Indicators (KPI) for the Evolved Packet Core (EPC); Definitions, Release 10
11 ETSI TS 102 250-2 V2.2.1 2011-4. 
12 3GPP TS 32.401 Telecommunication management;Performance Management (PM); Concept and requirements
13 3GPP TS 32.451: Telecommunication management; Key Performance Indicators (KPI) for E-UTRAN; Requirements, Release 10

2.3 [bookmark: _Toc341566749]Terminology & Conventions
2.3.1 Conventions  
2.3.2 Definitions 
2.3.3 Abbreviations

3 [bookmark: _Toc341566750]Gap Analysis on existing previous work (when applicable)
Problem statement 
We first have to consider that main problems arise not in managing single technologies, but the collection of data coming from several element with different vendors, different technologies, and …
A  gap analysis in this context  has to keep into account the existence of this constraint as  currently several SDOs have already addressed this problem .
What has to be considered before doing this gap analysis is to define exactly the scenario and use cases that aims to cover our problem statement.
 For instance: doc  3GPP TR 32.831 V1.0.0 , “Study on Alignment of 3GPP Performance Management and TM Forum Interface Program (TIP) Performance Management (Release 10)”  [7] provides consistent and aligned PM and PM interfaces in 3GPP and TMF. 
It:
•	identifies similarities and differences of the PM capabilities in 3GPP and TMF TIP PM BA;
•	proposes enhancements to 3GPP PM solutions for converged networks and to satisfy TMF TIP PM BA requirements;
•	identifies any required changes in the 3GPP specifications;
•	identifies any required changes in the TMF specifications (to be communicated to TMF).
Backwards compatibility of the PM IRP should be maintained as much as possible by re-using existing specifications to the maximum extent.
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]The counter collected by each of the Network Elements (NE) and the definition of those are NE specific and there is no intention to harmonize those.
However KPIs with a network view should be explored.



4 [bookmark: _Toc341566751]Scenarios/Use Cases  

4.1 [bookmark: _Toc341566752]Business Scenario 
The following scenarios are applicable under the following general condition: as various technologies have developed over time, the monitoring of the performance of services provided over a network has to evolve accordingly. End-to-end performance indicators are getting more and more important for the converged network where coexist 3G, 4G,  copper and optical networks. 
These business scenarios cover both the wire-line and the wireless domain and future as well as  existing technologies. Besides, OSS layers also impact the whole process of the performance indicators.



	Business Scenarios
	Scope
	BS decomposition
	Additional Constraints/Criticity

	Video communication (BS1)
	Data supplied from various network and service sources such as Media Servers, Transmission Network and acquired from either fixed or mobile terminals 
	· BS1.1
· BS1.2
….
	Quality Perceived  to be considered

	Telemedicine (BS2)
	Physical Data collected from several sources and distributed to Health care centers for diagnosis, monitoring, and collection. 
Possible evolution to life saving scenarios.
	· BS2.1
· BS2.2
· ….
	· Several level of criticity according to the patient status.	Comment by Huawei: What is related to KQI?
· Security on patient identity
· Strict constraints for life saving services, e.g.
· Availability of client – server connectivity
· Real Time reaction to inquiry for reporting 
· For particularly complex reports, delays of seconds is acceptable 
· Regulatory constraints for life saving services (more investigation is needed)




4.1.1 [bookmark: _Toc341566753]Video Communication  (BS1)
The quality perceived by the customer is relevant more than the “simple” measurement throughput of data.

· 4Q ‘11: HDVC group defined two specifications for IMS-based point-to-point and conferencing video communication
· UNI specification: support for several access networks : xDSL, Ethernet, LTE. Using IR.92 (VoLTE) and IR.94 (video over LTE) as a base.
· NNI specification: built by profiling 3GPP TS 29.165 for video service
· 3GPP is specifying the use cases and requirements for IMS-Based Telepresence Conference as extensions of existing IMS multi-media conference services and as applicable for different kinds of devices (mobile, fixed, etc).
· OTTs, with WebRTC aim at deploying voice and video services through web coding. All the necessary for web conversational services will be natively integrated in web browsers, without the need for any other native application or plug-ins
· [image: ]
Figure 2: Video communication (HDVC) Lgical Architecture

Specific Scenario  KQI


	ID
	SubScenario 
	Service Attribute
	Key Quality Indicator

	BS1.1.
	Video Streaming 
	PICTURE QUALITY 
Measured via gathering of subjective customer ratings
 
	· Image Element Loss 	Comment by Huawei:  How to produce the KPI? Referrence from other standardization or new difinition?	Comment by Huawei: The description  is more detailed(more representation)，suggest to use more generic description, may only a few classifications is needed。
· [bookmark: OLE_LINK20][bookmark: OLE_LINK21]Image Jerkiness or Progressive Freezing 
· Image Blockiness 
· Non IP affected impairment: Colour, Luminosity problems, Ghosting. Letterboxing, Aspect/ Zoom ratio formatting, horizontal/vertical formatting 

	BS1.2
	Audio Streaming 
	AUDIO QUALITY 
Measured via gathering of subjective customer ratings 
	· Noise: static, chirping, clipping, distortion 
· Volume level fluctuating or inconsistent between channels 
· Sound Quality Naturalness 
· Audio Channel (mono/stereo/quad) problems 

	BS1.3
	Synch
	SYNCHRONIZATION 
Milliseconds difference between audio frame and corresponding video frame or between video frame and corresponding caption frame 
	
· Audio + Video (lip synchronization) 
· Video + Program Control (e.g. closed captioning) 


	BS1.4
	Instant Messaging    
	Delay in sharing text 

	….

	BS1.5
	 Desktop Sharing    (Multimedia,  picture, text file sharing ,  WB, annotation …)
	Delay in transmitting the Desktop picture between peers
Quality of the transmitted file

	….

	BS1.6
	File transfer
	Upload and download speed of files
	….

	BS1.7
	Conference Control 
(manage the meeting:  create, invitation, share controls, instant instructions, ….)
	Feasibility and ease of managing the multi-connection,  response time 
	…..




All this  leads to  KPIs such as  Jitter, packet loss, Latency, Packet Reorder,  ….

Clearly 
· Each service KQI is impacted by more than one network KPI.	Comment by Huawei: Specific KQI/KPI mapping need discussion case by case，the service model should be identified
· Not every network KPI will impact a service KQI. 
· Each service will have its own network KQI mapping. 


Example of QoE on GSM voice service is given as following if it can inspire some ideas.

Quality of Service 

	KQI Categories
	KQI
	Interaction of KQIs/KPIs

	Service Accessibility Performance
	GSM Voice Service Connection Rate
	SDCCH Allocation Success Rate * 2G Originating Voice Service Connection Rate 

	
	GSM Voice Service End to End Access Time
	SDCCH Average Allocation Time+2G Originating Call Setup Time

	Service Retainability Performance
	
	

	Service  Integrity Performance
	
	

	
	
	

	
	
	




Network Performance 

	Indicator Name
	Categories
	Interaction of KPIs/PIs

	SDCCH Allocation Success Rate
	PI
	SDCCH Allocation Times  /SDCCH Call Attempts

	2G Originating Voice Service Connection Rate
	PI
	2G Originating Connection Times/2G Originating System Call Attempts

	Handover Success Rate
	KPI
	Handover Success Times/ Handover Request Times

	
	
	



Network Element Performance

	Indicator Name
	Categories
	Interaction of KPIs/PIs

	Wireless Utilization Rate
	KPI
	（TCH Traffic +PDCH Equivalent Traffic）/( Number of Traffic Channels *K)

	Cell Downtime
	PI
	Cell Downtime

	
	
	

	
	
	




[image: ]
Figure 3: Mapping network performance indicators to service quality indicators (KPI to KQI).



The most critical aspect of many of the existing and envisioned communication networks is due to their heterogeneity and its resultant extremely complex global behavior, emerging from the diverse range of network elements coming from several technologies and vendors and large number of possible interactions among them. 
Next generation communication systems are generally envisioned to be composed of a vast class of communicating devices differing in their communication/storage/processing capabilities.
All this adds complexity to the measurement of KPIs

4.1.2 [bookmark: _Toc341566754]Telemedicine (BS2)
Services  have to be accessed independently by fixed/mobile devices and where performance play a relevant role growing from a simple transmission of data from a patient to a doctor to a higher level for life-saving services  transmitted from a hospital first aid to ambulances for which also certification constraints have to be considered. This is a specific scenario of a general one, called remote monitoring where the events are intermittent, sudden and frequent, with location polydispersity and small data traffic.

Nuvola It  Home DoctorTM  - Operation scenarios & Objectives
Telemonitoring service is mainly addressed to chronical outpatients who needs constant monitoring of their bio–medial parameters; 
Home DoctorTM allows the provisioning of the service according to three operational models


[image: ]
Figure 4: Nuvola It  Home DoctorTM  - Functional Architecture
Several roles and profiles in figure above:
Manager: 
	User management and Services Configuration.
Reference Doctor:
	 Patient Management.
	Configuration of measure scheduling and prescriptions, and configuration of measure thresholds for own patients.
	Use of multi-patient gateway, Use of web-communication tools.
Diagnosis Doctor: 
	Management of the measures reports.
	Management of External diagnostic centers.
Visualizator Doctor: 
	Patients’ data and measures visualization.
Nurse: 
	Assistance to patients in taking measures with multi-patient gateway.
	Management of patients’ appointment agenda.
Non-assisted patient: 
	Visualization of measures, thresholds, reports, agenda, through web.
	Use of non-assisted gateway.

This scenario is going to evolve in  
· Telmonitoring allowing patients to use  TV for consulting measures and all interesting information (agenda, teraphy, tresholds,  etc) by using  a connected TV (widget)   or digital terrestrial  broadcast (MHP). Warning messages recalling to take measures or eat a medicine appear over TV screen (in push logic) . It is also available an help session supporting in performing all necessary opearations (through an avatar).  
· Providing  an evolved access gateway conformal to Continua profiling  (it will  be integrated in AliceTM modem)  as a gateway for automatic sending of the information

[image: ]	Comment by ibrahim: This figure need to remove because it’s meaningless.
Figure 5: Nuvola It  Home DoctorTM  - Functional Architecture  Evolution


Operational Scenarios	Comment by Huawei: Should consider how to decompose the scenario into different basic service and then identify different KQI for each service. 
· Telemonitoring in-Housev (self made Measurement)
The patient uses devices to autonomously check, in his own house, but accordingly his doctor’s therapy. It is suggested for patients with enough level of autonomy and empowerment, affected  by chronic pathologies needing a continuous control over a well defined period, accordingly to their therapy.
· Telemonitoring with Tutor (assisted Measurement)
Medical Staff  go to less autonomous patents to perform the control of clinical parameters accordingly  to their diagnostic- therapeutic program. It is suggested for in–house hospitalization, for in-house medical integrated assistence, and for the control of chronical weak patients.
· Telemonitoring in surgery (assisted Measurement)
Citizens go to the  Ambulatory, the Specialistic District, or to the hospital for routine controls, including screening. 
It is suggested when the patient does not need daily checks and is enough autonomous. This is also suggested when logistics does not allow a direct access to the hospital or when first care can be done on the territory.

Objectives
· Improve patients’ quality of life, allowing an in – house therapy or, at least closer to their house;
· Availability of specialists independently of patients’ domicile, by improving assistance also in those communities fully spread;
· Improve the quality of doctors’ diagnosis  by providing him in a simple and quick mode all information available on the patient 
· Improve the quality of the service to the patients also providing further information over patients’ health;
· Improve productivity and efficiency of the health service by reducing unnecessary administrative work, such as typing information already available in electronic format,  and by redistributing efficiently  tasks among institutions and medical staff;
· Ensure the fulfillment of the therapeutic program and detecting promptly each change either clinic or physical  that  could need a change in the patient’s therapy;
· Induce in the patient and in its relatives  a positive attitude and an independent approach;
· Ensure a more effective and timely diagnostic and therapeutic assistance mainly in urgency;
· Reduce hospitalization times of patients and of pendularism house – ambulatory- hospital ;
· Adaptation of health assistance to temporary change in population size (e.g. Due to tourism or calamity).

Specific Scenario  KQI
TbD

4.1.3 [bookmark: _Toc341566755]Identified Key Performance Indicator and their relation to KPIs

The purpose of the following  session is to identify the relation of some of the most significant KQIs  in the above Business Scenarios, with the corresponding KPI.
These are computed starting from PI according to well defined relations.
The arguments in the relations (the PI) comes from the network type or the  technology used.
When dealing with a service that can be provide through all available technologies, switching technology can cause the necessity to change one or more of the parameters necessary for the computation of KPI and anyway it has to be ensured the possibility of providing the same measure. 


	Key Quality Indicator
	Related KPI 
	KPI description
	Technology
	PI

	Sound Quality Naturalness
	Ratio of Qualified Voice 
	KPI= (a+b+c)/d
	Wireless Access network
	Wireless call drop rate

	
	
	
	Wireless Access network
	Successful rate of handover

	
	
	
	Wireless Access network
	TCH congestion rate

	
	
	
	Wireless Access network
	peak value of BSC processor  load

	
	
	
	Core networks
	Activation success rate of TFO function

	
	
	
	Core networks
	RTP packet loss ratio of Nb interface

	
	
	
	Core networks
	average delay of Nb interface

	
	
	
	Core networks
	average load of  MGW processor

	
	
	
	Core networks
	maximum delay jitter values of Nb interface 

	
	
	
	Core networks
	minimum delay jitter values of Nb interface

	
	
	
	Core networks
	Occupation rate of EC Resource

	
	
	
	Backhaul
	optical power of send and receive of SDH

	….
	
	
	Backhaul
	bit error rate of SDH

	…..
	
	
	Backhaul
	bit error rate of High order

	
	
	
	Backhaul
	bit error rate of Low order

	
	
	
	Backhaul
	Transmission equipment optical power

	
	
	
	Backhaul
	optical power of input and output

	
	
	
	IP network

	time delay

	
	
	
	IP network
	packet loss rate

	
	
	
	IP network
	jitter




4.2 [bookmark: _Toc341566756]High Level Architecture for the Scenarios

4.3 [bookmark: _Toc341566757]Use Cases 

<For each use case introduce a table like the following one  clearly identifying each entry to allow cross traceability on Requirements>
The man actor for the Business scenarios above is the Performance  Management System and the the co-characters: Ems, NMs, NEs, … and acting in Use Cases  following the general condition that  since various technologies have been developed  over time, the monitoring of the performance of services provided over a network has to evolve accordingly. End-to-end performance indicators are getting more and more important for the converged network where cohexist 3G, 4G,  copper and optical networks. 
Services and thus the following  use case covers both the wireline and the wireless domain and future as well as existing technologies.


	Identifier:  Role of Performance Management		 
	Use Case Id: PM-UC1

	Originating Process :
	  Actor role: 
Performance Management system  has to collect data and  succeed in identifying the origin of a possible degradation of the service to correctly address the compliancy with agreed  SL.	Comment by Huawei: What is the origin? Vendor or network elements？


	Precondition(s) and Dependencies: 
PM is able to conduct data collection


	Scenario description:  
We need to cover both network performance and application/service performance and be able to distinguish where problems arise, independently from vendor or technology. What is needed is to have an E2E performance management solution. This can be either based on probes or by collecting homogeneous  performance  measures  on NEs possibly impacted by the service mixed together to provide a measure of the quality of the service.



	The resulting requirements / capabilities:



	Justification (Business benefits/Impact if not Implemented):

It is critical to identify the real source of the problem that causes lack of performance to ensure quick solution and prevention from SLA failures. This independently by the network used by the service. 


	Miscellaneous Comments / Useful hints:


	Required timeline (link to roadmap) / Priority:

	Requirement Owner / 
Date (MM-DD-YYYY):




	Identifier:		 
	Use Case Id: PM-UC2

	Originating Process : Performance measurement job administration in EMS layer	Comment by Huawei: Not standardization issue，EMS behaviour
	  Actor role: Element Management – systems can schedule a measurement job in order to collect measurement result data to be sent to network performance analysis, for instance to perform KPI calculation.

	Precondition(s) and Dependencies: 
EMS is started and connected to all managed NEs.

	Scenario description:  
Measurement jobs are defined for performance data collection, which  are executed in the NEs.  Measurement job administration consists of the following actions: 
· Create/delete a measurement job. EMS shall support the creation of measurement job, specifying for example a measurement object class or a list of measurement object classes, measurement period and measurement type. ;
· Modify a measurement job, i.e. modification of parameter, measured objects, measurement period, measurement schedule and etc.;


	The resulting requirements / capabilities:
Measurement job administration

	Justification (Business benefits/Impact if not Implemented):

It is necessary to provide accurate, (nearly) real time, accurate performance measurement of NE to ensure  SLA compliance.


	Miscellaneous Comments / Useful hints:


	Required timeline (link to roadmap) / Priority:

	Requirement Owner / 
Date (MM-DD-YYYY):




	Identifier:		 
	Use Case Id: PM-UC3

	Originating Process : Collection and transmission of performance data
	  Actor role: 
1. Element Management – system can provide performance data of the network elements (see PM-UC2) 
2. Network Management– system containing network topology information can get the performance data of the network or of  the network elements from the interface periodically or when scheduled.

	Precondition(s) and Dependencies: 
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]EMS and NMS  are started and connected.

	Scenario description:  
Any performance evaluation of network behavior will require performance data collected and recorded by its NESs. The performance data collected and related reports are generated for each scheduled measurement job. Performance data available on the interface of the NE can be transferred from the network to NMS in two ways:
· Directly from NEs to NMS
· From NE to  EMS and then to NMS by EMS Northbound Interface 
The performance data shall be  forwarded to with a standardized output file format.
In order to ensure the Integrity of the performance data, measurement results shall be stored in NEs or EMS for a period of time and can be retrieved when required.

	The resulting requirements / capabilities:
Network Performance data transmission and storage

	Justification (Business benefits/Impact if not Implemented):
Today NMS cannot easily get performance data from NE. Converged network performance indicator cannot be obtained


	Miscellaneous Comments / Useful hints:


	Required timeline (link to roadmap) / Priority:

	Requirement Owner / 
Date (MM-DD-YYYY):




	Identifier:		 
	Use Case Id: PM-UC4

	Originating Process : Performance threshold management
	  Actor role: 
Element Management –and network management systems should allow creation of thresholds for one or more performance measurement instances, so that Performance Alarms can be generated according to it.

	Precondition(s) and Dependencies: 
EMS started and connected to all managed NEs.

	Scenario description:  
To be able to monitor the health of the converged network, significant performance measurement must be paid more attention to. Operators can set the measurement thresholds and define the characteristics of related performance alarm. Crossing or reaching of thresholds shall result in the emission of a performance alarm. The thresholds definition shall allow the operators to assign up to four different severity levels (critical, major, minor, warning). Operators have the responsibility to ensure that threshold values are defined appropriately in order to detect performance degradations before they become service affecting. Similar to measurement job, the performance threshold can be modified by EMS, such as the monitored performance measurement item (maybe a counter or calculation result of combined counters).	Comment by Huawei: Already exist in 3GPP

	The resulting requirements / capabilities:
Performance data monitoring

	Justification (Business benefits/Impact if not Implemented):
Potential fault of converged network has to be known as soon as possible before it impacts the service.


	Miscellaneous Comments / Useful hints:


	Required timeline (link to roadmap) / Priority:

	Requirement Owner / 
Date (MM-DD-YYYY):




5 [bookmark: _Toc341566758]Requirements
5.1 [bookmark: _Toc341566759]Generic Requirements

	Identifier: REQ-PM-1
	Rel. Use case id : 
	Priority:

	Title :  Independent KPI 


	Description:  
KPI used to build KQI shall  be technology and vendor independent

	Rationale:  
The service can be provided on heterogeneous newtworks with fixed devices or mobile devices moving through them . It is necessary to ensure a suitable level of service independently from the context.



	Identifier: REQ-PM-2
	Rel. Use case id : 
	Priority:

	Title :  Homogeneity of PIs


	Description:  
PIs shall be defined in  every technology in order to ensure the KPIs to be technology independent (according to R1)

	Rationale:  
Pis are already existing in each technology, but in ordert o compute KPIs it has to be possible to mix similar Pis coming from different technologies to produce  common KPIs necessary for  a global service KQI



	Identifier: REQ-PM-3
	Rel. Use case id : 
	Priority:

	Title :  Shareability of KPIs


	Description:  
In order to ensure performance management of services deployed jointly on different technology domains, 
It shall be possible to correlate KPIs/PIs from different technology domains

	Rationale:  
It might be necessary for a PM system to mix together in real time information from several technologies to produce a KQI:.  this has to be ensured. NE information has to be shared and made available whenever necessary , independenty form technology and network





5.2 [bookmark: _Toc341566760]General Requirements 
<For each requirement  introduce a table like the following one  clearly identifying each entry to allow cross traceability with Use Cases >

[bookmark: OLE_LINK23][bookmark: OLE_LINK24]According to ITU-T Recommendation E.800, six Quality of Service cathegories are defined as follows:	Comment by Banzi Massimo: Tob e discussed
· Service Support Performance: The ability of an organization to provide a service and assist in its utilization.
· Service Operability Performance: The ability of a service to be successfully and easily operated by a user.
· Service Accessibility Performance: The ability of a service to be obtained, within specified tolerances and other given conditions, when requested by the user.
· Service Retainability Performance: The ability of a service, once obtained, to continue to be provided under given conditions for a requested duration.
· [bookmark: OLE_LINK25][bookmark: OLE_LINK26]Service  Integrity Performance: The degree to which a service is provided without excessive impairments, once obtained.
· Service Security Performance: The protection provided against unauthorized monitoring, fraudulent use, malicious impairment, misuse, human mistake and natural disaster.
According to he above cathegories, it seems suitable to ensure that related requirements on KQI/KPI are impacted by the presence of several network technologies (fixed, mobile, new, old tech., ) This suggests to inroduce a requirements for each of the above cathegories that may suffer different impact from the etherogeneous scenario we are facing.


	Identifier: REQ-PM-4
	Rel. Use case id : 
	Priority:

	Title : Genericity of   Support KQI


	Description:  
All KQI related to Support  shall be Technology, Network type and vendor independent

	Rationale:  





	Identifier: REQ-PM-5
	Rel. Use case id : 
	Priority:

	Title : Genericity of   Operability KQI


	Description:  
All KQI related to Oerability  shall be Technology, Network type and vendor independent

	Rationale:  






	Identifier: REQ-PM-6
	Rel. Use case id : 
	Priority:

	Title : Genericity of   Accessibility KQI


	Description:  
All KQI related to Accessibility  shall be Technology, Network type and vendor independent

	Rationale:  
In providing services to end-users, the first step is to get access to the service, independently from the network or technology used by the client . First after access to the service has been performed, the service can be used. If an accessibility measurement is not considered OK, then the network operator can investigate which steps that are required to improve the accessibility towards their customers. For example, the current wireless communication technologies contain GSM, UMTS, LTE, WLAN and etc., which have different features. So the performance measurements of accessibility for different wireless networks vary. The same for access from fixed network, For instance, performance measurement of RRC connection establishment and RAB establishment can reflect the accessibility of UMTS network.




	Identifier: REQ-PM-7
	Rel. Use case id : 
	Priority:

	Title : Genericity of   Reteinability  KQI


	Description:  
All KQI related to Reteinability  shall be Technology, Network type and vendor independent

	Rationale:  
When a service is used it is important that it is not interrupted or aborted. If a retainability measurement is not considered OK, then the network operator can investigate which steps that are required to improve the retainability towards their customers. This measurement should be used for observing the impact of telecommunications network on end-users service retainability. For example, the current wireless communication technologies contain GSM, UMTS, LTE, WLAN and etc., which have different features. So the performance measurements of retainability for different wireless networks vary. For instance, performance measurement of RAB abnormal release could reflect the retainability of UMTS network directly.




	Identifier: REQ-PM-8
	Rel. Use case id : 
	Priority:

	Title : Genericity of   Integrity related KQI


	Description:  
When a service is used it is important that the quality of the service is acceptable. If an integrity measurement is not considered OK, then the network operator can investigate which steps that are required to improve the quality provided to their customers. This measurement should be used for observing the impact of telecommunications network on end-users service integrity. For example the current wireless communication technologies contain GSM, UMTS, LTE, WLAN and etc., which have different features. So the performance measurements of integrity for different wireless networks vary. For instance, performance measurement of E-UTRAN IP throughput could reflect the integrity of LTE network directly.


	Rationale:  





	Identifier: REQ-PM-9
	Rel. Use case id : 
	Priority:

	Title : Genericity of   Security KQI


	Description:  
All KQI related to Security  shall be Technology, Network type and vendor independent

	Rationale:  





5.3 [bookmark: _Toc341566761]High Level Functional Requirements

	Identifier: REQ-PM-10
	Rel. Use case id : 
	Priority:

	Title :  Uniform language for NMS 


	Description:  
NMS shell be able to query NEs to collect PIs independently from the vendor, the network, and the technology 


	Rationale:  






	Identifier: REQ-PM-11
	Rel. Use case id : 
	Priority:

	Title :  Homogeneity of Performance  attributes with respect to network type and technology


	Description:  
Measurement jobs, executed on the NEs, shall be done for collecting  performance data having attributes (eg. frequency, timing, ..)  defined according to the presence of several technologies and network types



	Rationale:  





	

	Identifier: REQ-PM-12
	Rel. Use case id : 
	Priority:

	Title : Performance  data transmission to management systems


	Description:  
Performance data available on the interface of the NE shall  be transferred from the network to NMS in two ways:
-	Directly from NEs to NMS
-	From NE to  EMS and then to NMS by EMS Northbound Interface

	Rationale:
 it is important to ensure the transmission of  performance indicators between the various OSS layers: the KPIs collected from the Network layer Element managers, should be passed to OSS Performance Management systems, and then reported to newly evolved Service Quality and Customer Experience management systems I






	Identifier: REQ-PM-13
	Rel. Use case id : 
	Priority:

	Title :  Standardized Performance Data  sharing format


	Description:  
The performance data shall be  forwarded to Performance Management systems with a standardized ( independent from vendor/ technology) output file format 



	Rationale:  






	Identifier: REQ-PM-14
	Rel. Use case id : 
	Priority:

	Title : Unified Model for Indicators related to Performance in Convergent multi-technology Networks


	Description:  A common, harmonized and consistent model for KQIs/KPIs/PIs,  covering different services in converged fixed – mobile environment  shell be defined .


	Rationale:  





	Identifier: REQ-PM-15
	Rel. Use case id : 
	Priority:

	Title : Unified Model for Indicators related to Performance at System Management Level 


	Description:  
A common, harmonized and consistent model  for KQIs/KPIs/PIs agreed between interworking OSS/BSS applications/areas for performance management.



	Rationale:  





	Identifier: REQ-PM-16
	Rel. Use case id : 
	Priority:

	Title :  Technology independent  PM System 


	Description:  
PM system shall be able to manage KQIs/KPIs/PIs for either fixed and mobile network and independently from the network technology used


	Rationale:  





	Identifier: REQ-PM-17
	Rel. Use case id : 
	Priority:

	Title :  PM system interfacing all SLA related applications 


	Description:  
PM system shall be able  to keep and share Quality Information with all applications supporting SLA management independently from the network technology used
 

	Rationale:  





	Identifier: REQ-PM-18
	Rel. Use case id : 
	Priority:

	Title :  PM System as the collector of  (nearly) real time quality data 


	Description:  
PM system shall be able to provide, (nearly) real time, accurate KQIs, KPIs and PIs of NE to ensure  SLA compliance.



	Rationale:  





	Identifier: REQ-PM-19
	Rel. Use case id : 
	Priority:

	Title :  PM System shall  have interfaces with the inventory system


	Description:  

Performance management shell interface unified Inventory system



	Rationale:  




5.4 [bookmark: _Toc341566762]Other …
<For each requirement  introduce a table like the following one  clearly identifying each entry to allow cross traceability with Use Cases >

	Identifier: 
	Rel. Use case id : 
	Priority:

	Title : 


	Description:  



	Rationale:  






6 [bookmark: _Toc341566763]PM  detailed  information 
6.1 [bookmark: _Toc341566764]Key Indicators
From the network elements, the network performance data is aggregated  to provide KPIs that provide an indication of service resource performance. The KPIs are then used to produce the Service KQIs that are the key indicators of the service element performance. Service KQIs are then used as the primary input for management of internal or supplier / partner SLAs that calculate actual service delivery quality against design targets or in the case of supplier / partner, contractual agreements. Service KQIs provide the main source of data for the Product KQIs that are required to manage product quality and support the contractual SLAs with the customer. The following figure illustrates the key indicator hierarchy.
Different KPIs are defined for different tehnologies, this causes the need to make these indicators homogeneous for producing Quality indicators for services provided  through several technologies at the same time or in alternative.



Figure 6: Key Indicator Hierarchy (see in TMF GB917)

6.1.1 [bookmark: _Toc341566765]Key Quality Indicators (KQIs)
[bookmark: OLE_LINK18][bookmark: OLE_LINK19]KQI provide a measurement of a specific aspect of the performance of the product, product components (services) or service elements and draw their data from a number of sources including the KPIs. There are two main types of KQI. 
· The product KQI, which is required to monitor the quality of product offered to the end-user.
· The service KQI, which is focused on monitoring the performance of individual product components (services). 
Product KQIs will derive some of their data from the Service KQIs, which are obtained by aggregating multiple KPIs. A product consists of a number of services which may be either network or non-network based. Services such as Voice, SMS and WAP are network derived, while itemized billing, customer care and insurance have little dependence on network resource. Correspondingly, KQIs can be sorted to network and non-network KQIs. In this document, network KQIs are studied. 	Comment by Banzi Massimo: 
6.1.2 [bookmark: _Toc341566766]Key performance indicators (KPIs)
KPIs provide a measurement of a specific aspect of the performance of a service resource (network or non-network) or group of service resources of the same type. A KPI is restricted to a specific resource type. In the document, the performance of network in mainly studied. According to ITU-T Recommendation E.800, the KPI categories should be defined as following:	Comment by Banzi Massimo: What is meant here? 
· Severability: The ability of a service to be obtained – within specified tolerances and other given conditions – when requested by the user and continue to be provided without excessive impairment for a requested duration.
· Accessibility: The ability of a service to be obtained, within specified tolerances and other given conditions, when requested by the user.
· Retainability: The ability of a service, once obtained, to continue to be provided under given conditions for a requested duration.
· Integrity: The degree to which a service is provided without excessive impairments, once obtained.
· Availability: The ability of an item to be in a state to perform a required function at a given instant of time or at any instant of time within a given time interval, assuming that the external resources, if required, are provided.	Comment by Huawei: The relationship with serverability?
· Reliability: The ability of an item to perform a required function under given conditions for a given time interval.
· Maintainability: The ability of an item under stated conditions of use, to be retained in, or restored to, a state in which it can perform a required function, when maintenance is performed under given conditions and using stated procedures and resources.
· Utilization: it indicates the utilization of network resource, such as throughput on specific interface.
· Mobility: it contains the Handover related KPIs

6.2 [bookmark: _Toc341566767]Prioritization (e.g. priorities table, list, etc…) 
6.3 [bookmark: _Toc341566768]Vendor Constraints
6.4 [bookmark: _Toc341566769]<Other if/where applicable>

7 [bookmark: _Toc341566770]Conclusions/Recommendations 


[bookmark: _Toc341566771]Appendix A Architectural and Framework Standards: The TMN/FCAPS Model (ITU-T)
From  Ralf Wolter,  “Network Management: Accounting and Performance Strategies”, Benoit Claise, CCIE® No. 2868

The ITU-T introduced the term Telecommunications Management Network (TMN) to describe a separate network that has interfaces to the telecommunication network (or production network). TMN defines interconnection points between the two networks and specifies management functionalities. The best description of how to operate a TMN is defined by the ITU-T recommendations M.3010, M.3400, and X.700.
The purpose of a framework is to describe the big picture, illustrate different functional areas, and identify how they interoperate. The focus of ITU-T M.3400 and X.700 is the specification and classification of management functionalities only. For example, it does not define whether syslog or trap messages are mandatory for event notifications. Neither does it define specific formats for storing accounting records. These details are defined in the lower-level specifications standards. In addition to the framework of M.3400, another recommendation (M.3010) defines the principles for a TMN. It includes details of a Data Communications Network (DCN) as a transport vehicle between the management applications and network elements. A DCN is also known as out-of-band-management, which separates user traffic from management traffic. Figure 3-1 illustrates the relationship between the telecommunications network, also called the service infrastructure, and the TMN.
Figure 3-1. TMN and Telecommunications Networks
[image: http://etutorials.org/shared/images/tutorials/tutorial_151/cjFlYWQ3dDhpL2NnOXMvcDc5NTVnOGE4bTJyLzAxaWkzMHAuc2duMGgzMTMvY2Zt.jpg]
Another relevant aspect of M.3010 is the concept of layers. Network management tasks are grouped into functional areas such as FCAPS. In addition, a logical layered architecture (LLA) consists of five management layers:
· Network Element Layer (NEL) defines interfaces for the network elements, instantiating functions for device instrumentation, ideally covering all FCAPS areas.
· Element Management Layer (EML) provides management functions for network elements on an individual or group basis. It also supports an abstraction of the functions provided by the network element layer. Examples include determining equipment errors, measuring device temperatures, collecting statistical data for accounting purposes, and logging event notifications and performance statistics.
· Network Management Layer (NML) offers a holistic view of the network, between multiple pieces of equipment and independent of device types and vendors. It manages a network as supported by the element management layer. Examples include end-to-end network utilization reports, root cause analysis, and traffic engineering.
· Service Management Layer (SML) is concerned with, and responsible for, the contractual aspects of services that are being provided to customers. The main functions of this layer are service creation, order handling, service implementation, service monitoring, complaint handling, and invoicing. Examples include QoS management (delay, loss, jitter), accounting per service (VPN), and SLA monitoring and notification.
· Business Management Layer (BML) is responsible for the total enterprise. Business management can be considered a goal-setting approach: "What are the objectives, and how can the network (and network management specifically) help achieve them?"
Figure 3-2 shows the relationship between the different layers as well as the relationship with the FCAPS model. Each management layer is responsible for providing the appropriate FCAPS functionality according to the layer definition. Each layer communicates with the layers above and below it.
Figure 3-2. ITU-T M.3010: TMN Logical Layer Architecture
[image: http://etutorials.org/shared/images/tutorials/tutorial_151/cjFlYWQ3dDhpL2NnOXMvcDc5NTVnOGE4bTJyLzAxaWkzMHAuc2duMGgzMjMvY2Zt.jpg]

Now that the different layers of the TMN model have been identified, the functionality of each FCAPS area is described next. The TMN architecture has a strong relationship to Open Systems Interconnection (OSI) standards and frameworks. ISO 7498-4 defines the framework, concepts, and terminology of the OSI Management standards: "Information Processing Systems - OSI - Basic Reference Model - Part 4: Management Framework."
The ITU-T M.3400 recommendation is one document within the M series. It specifies five management functional areas (FCAPS):
· Fault management— Detect, isolate, notify, and correct faults encountered in the network.
· Configuration management— Configure aspects of network devices, such as configuration file management, inventory management, and software management.
· Accounting management— Collect usage information of network resources.
· Performance management— Monitor and measure various aspects of performance so that overall performance can be maintained at a defined level.
· Security management— Secure access to network devices, network resources, and services to authorized individuals.
The following section provides more details about each area. This chapter covers the FCAPS model extensively, because it sets the foundation for network management in general and provides a good understanding of accounting and performance management and their potential relationship to each other. Therefore, not only the accounting and performance parts of FCAPS are addressed, but the full model. Afterwards, other standards are discussed solely based on their specific relationship to accounting and performance management. Also, note that there is not an exact match between the brief FCAPS summary in Chapter 1 and the extended details for accounting and performance in this chapter. Chapter 1 provides the authors' definitions from a network element perspective, and this chapter covers FCAPS functionality from all layers of the TMN model.
Fault Management
Fault management is a set of functions that enable the detection, isolation, and correction of abnormal operation of the telecommunication network. The quality assurance measurements for fault management include component measurements for Reliability, Availability, and Survivability (RAS). Fault management consists of the following functions:
· RAS quality assurance establishes the reliability criteria that guide the design policy for redundant equipment (a responsibility of configuration management) and the policies of the other function groups in this area.
· Alarm surveillance describes the capability to monitor network element failures in near-real time.
· Fault localization describes where the initial failure information is insufficient for fault localization. It has to be augmented with information obtained by additional failure localization routines at the application level.
· Fault correction transfers data concerning the repair of a fault and the control of procedures that use redundant resources to replace equipment or facilities that have failed.
· Testing can be carried out in two ways. In one case, a network element analyzes equipment functions, where processing is executed entirely within the network element. Another method is active testing of external device components, such as circuits, links, and neighbor devices.
· Trouble administration transfers trouble reports originated by customers and trouble tickets originated by proactive failure-detection checks. It supports action to investigate and clear the problem and provides access to the status of services and the progress in clearing each problem.
Configuration Management
Configuration management provides functions to identify, collect configuration data from, exercise control over, and provide configuration data to network elements. Configuration management supports the following functions:
· Installing the physical equipment and logical configurations.
· Service planning and negotiation, which addresses planning for the introduction of new services, changing deployed service features, and disconnecting existing services.
· Provisioning, which consists of necessary procedures to bring equipment into service but does not include installation. As soon as the unit is ready for service, the supporting programs are initialized via the TMN. The state of the unit (in service, out of service, standby, or reserved) and selected parameters may also be controlled by provisioning functions.
· Status and control where the TMN provides the capability to monitor and control certain aspects of the network element (NE) on demand. Examples include checking or changing an NE's service state (in service, out of service, or standby) or the state of one of its subparts and initiating diagnostic tests within the NE. Normally, a status check is provided in conjunction with each control function to verify that the resulting action has taken place. When associated with failure conditions, these functions are corrective in nature (such as service restoration).
· Network planning and engineering deals with functions associated with determining the need for growth in capacity and the introduction of new technologies. Planning and engineering are examples of functions across multiple areas, because they relate to the performance section from a monitoring perspective and to the configuration section from an enforcement perspective.
Accounting Management
Accounting management lets you measure the use of network services and determine costs to the service provider and charges to the customer for such use. It also supports the determination of charges for services. Accounting management includes the following functions:
· Usage measurement— Consists of the following subfunctions:
- Planning and management of the usage measurement process
- Network and service usage aggregation, correlation, and validation
- Usage distribution
- Usage surveillance
- Usage testing and error correction
- Measurement rules identification
- Usage short-term and long-term storage
- Usage accumulation and validation
- Administration of usage data collection
- Usage generation
· Tariffing and pricing— A tariff is used to determine the amount of payment for services usage.
· Collections and finance— Functionality for administering customer accounts, informing customers of balances and payment dates, and receiving payments.
· Enterprise control— This group supports the enterprise's financial responsibilities, such as budgeting, auditing, and profitability analysis.
Performance Management
Performance management provides functions to evaluate and report on the behavior of telecommunication equipment and the effectiveness of the network or network element. Its role is to gather and analyze statistical data for the purpose of monitoring and correcting the behavior and effectiveness of the network, network elements, or other equipment, and to aid in planning, provisioning, maintenance, and quality measurement. Performance management includes the following functions:
· Performance quality assurance— Includes quality measurements, such as performance goals and assessment functions.
· Performance monitoring— This component involves the continuous collection of data concerning the performance of the network element. Acute fault conditions are detected by alarm surveillance methods. Very low rate or intermittent error conditions in multiple equipment units may interact, resulting in poor service quality, and may not be detected by alarm surveillance. Performance monitoring is designed to measure the overall quality, using monitored parameters to detect such degradation. It may also be designed to detect characteristic patterns of impairment before the quality has dropped below an acceptable level. Performance monitoring includes the following functions:
- Performance monitoring policy
- Network performance monitoring event correlation and filtering
- Data aggregation and trending
- Circuit-specific data collection
- Traffic status
- Threshold crossing alert processing
- Trend analysis
- Performance monitoring data accumulation
- Detection, counting, storage, and reporting
· Performance management control— This group includes the setting of thresholds and data analysis algorithms and the collection of performance data. It has no direct effect on the managed network. For network traffic management and engineering, this includes functions that affect the routing and processing of traffic.
· Performance analysis— The collected performance records may require additional processing and analysis to evaluate the entity's performance level. Therefore, performance analysis includes the following functions:
- Recommendations for performance improvement
- Exception threshold policy
- Traffic forecasting (trending)
- Performance summaries (per network and service, and traffic-specific)
- Exception analysis (per network and service, and traffic-specific)
- Capacity analysis (per network and service, and traffic-specific)
- Performance characterization
Security Management
Security is required for all functional areas. Security management consists of two main functions:
· Security services for communications provide authentication, access control, data confidentiality, data integrity, and nonrepudiation. These may be exercised in the course of any communications between systems and between users or customers and systems. In addition, a set of pervasive security mechanisms are defined that are applicable to any communication, such as event detection, security audit-trail management, and security recovery.
· Security event detection and reporting reports activities that may be construed as a security violation (unauthorized user, physical tampering with equipment) on higher layers of security applications.
Security management includes the following functions:
· Prevention
· Detection
· Containment and recovery
· Security administration
The TMN Framework
The framework shown in Figure 3-3 brings it all together. The different logical layers sit on top of each other; each layer is responsible for implementing the FCAPS functionality and passes the collected information to the next layer. From a customer's applicability perspective, after identifying and prioritizing the requirements, you can map various network management products to this matrix and identify what is required to meet your needs.
Figure 3-3. TMN Management Layers and FCAPS
[image: http://etutorials.org/shared/images/tutorials/tutorial_151/cjFlYWQ3dDhpL2NnOXMvcDc5NTVnOGE4bTJyLzAxaWkzMHAuc2duMGgzMzMvY2Zt.jpg]

From the perspective of this book, relevant layers of the TMN architecture are the Network Element Layer (NEL); the Element Management Layer (EML), related to similar device types; the Network Management Layer (NML), related to mediation; and the Service Management Layer (SML), related to service monitoring and accounting. The Business Management Layer (BML) is outside the scope of this book. If you're interested, you're encouraged to study the ITU-T M series for more details.
Note that the FCAPS model describes the conceptual model of functional areas; it does not define accounting and performance standards for data collection. Therefore, a second level of standards is required for data collection. At the network element layer, it can be SNMP or IPFIX. IPDR is appropriate at the Element Management Layer.
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