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1
Decision/action requested

Discuss and approve on the text proposal.
2
References

[1]
3GPP TR 32.842, “Study on network management of virtualized networks”
3
Rationale

This contribution proposes corrections to TR 32.842 [1]. 

4
Detailed proposal
	1st Modified Section


3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].
CAPEX
CAPital EXpenditure
COTS
Commercial Off-The-Shelf
FFS
For Further Study
NFV
Network Functions Virtualization
NFVO
Network Functions Virtualization Orchestrator
NS
Network Service
OPEX
OPerating EXpense
OSS
Operations Support System
VIM
Virtualized Infrastructure Manager
VNF
Virtualized Network Function
VNFM
Virtualized Network Function Manager
	Next Modified Section


5.1.4       Description
1. Based on the network service requirements, operators plan and design the multi-vendor core network elements deployment which includes the related network elements information and the connection information between the network elements.

2. Operator initiates the 
network service instantiation from the 3GPP functional block
	Next Modified Section


5.2.2.2       Description
1. NM requests NFVO to scale out a NS (Network Service) instance to a new deployment flavour.
2. NFVO initiates the corresponding NS instance scale out procedure that
 involves scaling-out its constituent VNFs. It is foreseen that VNF can be scale-out either by allocating more resources to VNF instances or by instantiating a new VNF instance. See section C.4.1 in [2].
	Next Modified Section


5.2.3.2       Description
1. NM requests NFVO to scale in a NS instance to a new deployment flavour.

2. NFVO initiates the corresponding NS instance scale in procedure that
 involves scaling-in its constituent VNFs. It is foreseen that a VNF can be scale-in either by revoking allocated resources to VNF instance or by terminating an entire VNF instance. See section C.4.2 in [2].
	Next Modified Section


5.5.3     Description

1. The request to instantiate a new VNF can come from from NM (see step 1, in clause B.3.1.2 [2]), or EM (see step 1, in clause B.3.2.1 [2]).  

2. NFVO may call VNFM to instantiate the VNF, and request VIM to allocate the resources required by the VNF instance (see steps 4 – 12 in B.3.1.2 [2]) if the request comes from NM. Otherwise, EM may call VNFM to instantiate the VNF, and request VIM to allocate the resources required by the VNF instance (see steps 1 – 8 in B.3.2.1 [2]).

	Next Modified Section


5.3.3    Description
1. NM requests NFVO to update a NS instance. See Annex B.5
 in [2].

2. NFVO updates the corresponding NS instance by initiating the VNF initiation flow for each VNF to be modified (see step 4 in Annex B.5 in [2]).
3. NFVO requests VIM to connect the VNF instances in their respective services (see step 5 - 7 in Annex B.5 in [2]).
4. NM is informed by NFVO about the update of NS (See step 8 in Annex B.5 in [2]).
5. NFVO monitors old VNF and terminates them when appropriate by calling VNF Termination flow (see step 9 in Annex B.5 in [2]).
6. NM configures the instantiated VNF(s) via EM.
	End of Modified Section


�A network service may cover multiple VNF 


�The original text is in conflict with the MANO text. The proposed text is needed to align with the NS scaling-out flow in MANO GS. 


�The original text is in conflict with the MANO text. The proposed text is needed to align with the NS scaling-in flow in MANO GS 





�It should refer to Annex B.5, instead of C.5. The proposed text is needed to align with the steps in Annex B.5.
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