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Background
A mixed network has multiple 3GPP defined entities with their supported interfaces and multiple ETSI NFV defined entities (or functional blocks) with their supported interfaces. By definition, each ETSI NFV defined interface can support a multi-vendor configuration, i.e. one particular vendor implements one entity with the standard interface connecting to any other vendor’s corresponding entity.

The goal to have all identified interfaces to support multi-vendor configuration is not realistic, given:

a) Some ETSI NFV defined interface specifications are not mature for actual implementations, e.g. interaction operation signatures are absent;

b) The distribution of functions or responsibilities for supporting configuration of network services or VN is not clear for actual implementations. Below is a non exhaustive list: 
· Which entity has the responsibility to authorize scaling execution that can have impact to a network service requiring support of non-virtualised nodes, as well as virtualised nodes;
· When the scaling of a VNF instance would require adjusting configuration parameters of cooperating non-virtualised nodes related to the subject VNF instance, how these two processes (i.e. scaling and adjusting) be synchronized.
This document proposes the use of Profiles (note that this contribution is suggesting one) where each Profile would  identify interacting entities and functional blocks in that, from standard compliance view:

c)
The interactions between members of the Profile are not visible and; 
d)
The interactions between the Profile and external entities and functional blocks are visible.

The use of the Profile concept reduces the large number of permutations of the multi-vendor configurations such that:

e)
The verification of the interoperability of multi-vendor configurations can be more focused (e.g. less operator effort to verify/test multi-vendor configurations);
f)
The impact of a) and b) is minimized;

The motivations for choosing particular entities for a Profile are listed in later sections of individual Profile description.
The description of each Profile is based on the entities and interfaces of Figure 1 below.

The architecture described in [1], which is based on the ETSI NFV defined architecture, is used as base for the discussion, including the use of the following understanding:

g)
The EM manages one or more VNF instances of different VNF types (e.g. vMME and vPCRF are of two different VNF types);
h)
The VNFM manages one or more VNF instances of different VNF types;
i)
The relation between VNFM and VIM is many to many;

j)
The relation between VNFM and NFVO is many to many;

k)
The relation between DM and NM is many to many
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Figure 1: Figure 7.1-1 of [1]
3
Profiles
3.1
Profile-A
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Figure 2: Profile-A
The Figure 2 defines Profile-A.

This Profile-A is an assembly of EM, VNFM, VNF and NE (PNF) in that the interactions among members of the assembly are not visible (to entities external to the assembly).

This Profile supports the following externally visible interactions.
	Interface
	ETSI NFV defined specification
	3GPP defined specification

	NFVO/VNFM
	Or-Vnfm
	Not applicable

	VNFM/VIM
	Vi-Vnfm
	Not applicable

	EM/NM
	Not applicable
	Type-2 (Itf-N) interface


The motivations for this profile are:

· To provide a migration path which minimizes the level of disruption of service when introducing virtualized entities (functional blocks) into operator’s networks, whereby existing network management processes and tools can be reused.

Assembling EM with VNFM would allow the use of the same set of network management processes and tools to manage non-virtualised and virtualised resources.
· Given 
a. VNFM is necessary for management of VNF and 
b. the ETSI NFV interface specification for VNFM-EM, as well as that for VNFM-VNF, are rudimentary at present stage of development and is restricted to only reporting of PM and FM data, 
it is unclear how, if the said interfaces can support a multi-vendor configuration. 
For example, it is unclear how EM (while managing non-virtualized nodes) and VNFM (while managing VNFs) can coordinate their actions in Use Cases where both non-virtualised and virtualised resources are involved.

Assembling EM, VNFM, VNF and NE (PNF) would allow a vendor to not delaying implementation (i.e. wait for 3GPP/ETSI coordination/clarification) by using vendor’s own method of coordination between its current EM implementation and the new VNFM implementation.
· Support of this profile would focus specification effort on NVFO-VNFM and VIM-VNFM interfaces thus, facilitates realisation of the desired goal: interoperability of one vendor’s VNFM with other vendors VIMs and NFVOs. 
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