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Decision/action requested

Include proposed text in draft TS “Fault Management Solution Profile for Next Generation Converged Operations Requirements (NGCOR)”
2
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TS 32.331 Notification Log (NL) Integration Reference Point (IRP); Requirements
[6] S5-120581 FM Solution Profile for NGCOR Fault Management Requirements
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Rationale

NGMN/NGCOR have issued the Next Generation Converged Operations Requirements [1].

At SA5#83 meeting, a WI “WID for NGCOR FM Solution Profile” was agreed to address the information mapping between the current 3GPP specifications and the FM requirements proposed by NGCOR.
The mapping should be done stage 1 and stage 2 information. The present contribution proposes input for the mapping to Stage 1 of Fault Management Solution Profile for NGCOR.
The following table aims at checking whether NGCOR Fault Management requirements are fully or partially covered by relevant 3GPP / SA5 IRP Stage 1 requirements by providing a mapping between them. It focuses on NGCOR REQ-FM (9..13) requirements.
4
Detailed proposal

	NGMN NGCOR FM Requirements (V1.3)
	3GPP Stage 1
	Comment

	Req. Id

	Req. Title
	Req. Description
	Priority
	TS
	Requirement
	

	REQ-FM (9)
	REQ-FM (9) Reliable Event/Alarm Communication (supported by EMS)
	· EMS buffers event/alarms if they cannot be sent to the NMS

· EMS sends event/alarms immediately as soon as the connectivity to the NMS is up again

Description: 

· The main intention of this requirement is to ensure that no event/alarm is lost when NMS goes down (caused by NMS problems or by maintenance work). (For example: X.733 (relates to X.710 for events) requests a logging mechanism for events on the originator site. This enables the NMS to synchronize with its data sources as soon as the NMS is back again) ( this is a requirement for the EMS.
Another problem might occur, when the transport mechanism between EMS and NMS is not available. To ensure that the operator is aware about the malfunction of the interface, which will stop the ability to retrieve and to monitor event/alarms. This situation cannot be handled by the interface itself, but it can be handled either on EMS site (For example: X.733 specifies a confirmation event which has to be delivered by the NMS, as soon as the NMS receives the event/alarm) and/or by the NMS (e.g. via regular queries to the EMS [heartbeat]). ( These requirements have to be supported by EMS and NMS. The interface itself has to support the confirmation of “sent – events” and it has to support “queries”.    
	Essential
	TS 32.111-1: Fault Management; Part 1: 3G fault management requirements
TS 32.351 Communication Surveillance (CS) Integration Reference Point (IRP); Requirements
	5.3
Retrieval of alarm information

The retrieval of alarm information comprises two aspects:

-
Retrieval of current information:


This mechanism shall ensure data consistency about the current alarm information between the NM and its subordinate entities and is achieved by means of a so-called synchronization ("alignment") procedure, triggered by the NM. The synchronization is required after every start-up of the Itf-N, nevertheless the NM may trigger it at any time.

-
Logging and retrieval of history information:


This mechanism offers to the NM the capability to get the alarm information stored within the subordinate entities for later evaluation.
	Partly compliant. 
There are the following key requirements in NGCOR: (1) EMS should be able to log the alarms when NMS goes down. (2) The interface itself has to support the confirmation of “sent – events” and it has to support “queries”.  
1. “The main intention of this requirement is to ensure that no event/alarm is lost when NMS goes down”, 3GPP provides the mechanisms which allows the NMS to retrieve the alarm history information.

2. “The interface itself has to support the confirmation of “sent – events” and it has to support “queries”. (1) “sent-events”  is supported by the description in CS IRP. (2) “queries” is supported by retrieval of alarm information.
3. Need clarification on “•
EMS buffers event/alarms if they cannot be sent to the NMS”, for multiple NMS scenarios, whether it requests EMS to keep multiple buffers correspondingly? 

	REQ-FM (10)
	REQ-FM (10) Configurable EMS Heartbeat Message
	EMS will send heartbeats in regular (configurable) intervals to NMS. 

Description: 

· The EMS will send heartbeat signals to the NMS in regular intervals (configurable intervals) to indicate that the EMS and the connection between EMS and NMS are up and running. 
	Essential
	TS 32.351 Communication Surveillance (CS) Integration Reference Point (IRP); Requirements
	4
Communication Surveillance (CS) requirements
4.1
General

The communication between NM and Managed System (NE or EM) shall be monitored, and link breaks between NM and Managed System (NE or EM) shall be discovered by NM as early as possible.
In the CS context, the NM contains one or more IRPManagers.
Figure 1 illustrates the major components in the CS context.
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Figure 1: Communication surveillance context
Referring to figure 1, the scope of CS involves the monitoring of the communication between NM entity and EM (or NE) entity at application level. At this application level, there are three parts involved, which are NM, Managed System and the Communication Link(s) between them. From NM side, to monitor the communication, is to know whether the other entity and/or the Communication Link(s) between them are functioning correctly. The behaviour of the IRPManager, after detection of communication failure, is outside the scope of this standardization.
NM can detect whether link-a-1 or link-a-2 is functioning correctly by observing the operation responses. (e.g. invoking getIRPVersions operation against one xxxIRP.)  The link‑a‑1 and link‑a‑2 are links used by the IRPManager and the various xxxIRPs to execute 3GPP Interface IRP defined operations (i.e., operation request and direct response to that request). The receipt of a response corresponding to a manager's operations via link-a-1 or link-a-2 implies that the particular link has correctly conveyed the request and delivered the response at the exact point in time the response was received.
The Managed System shall provide a service allowing NM to detect promptly whether link-b (including Notification Distribution Service) and NotificationIRP defined in 3GPP TS 32.302 [4] are functioning correctly regarding notification sending.  The detection of a heartbeat via link-b implies that the notification distribution service is able to send notifications, and that the link-b is able to deliver notifications at exactly that point in time.
	Compliant

	REQ-FM (11)
	REQ-FM (11) Alarm Suppression


	The EMS - NMS - Fault Management interface should enable the alarm suppression. 
Description: 

· The EMS interface offers the possibility to suppress the alarm of physical and logical objects when the NMS should not receive any alarms from EMS. After alarm suppression all alarms will be cleared on the NMS and a warning will be generated on the NMS which indicates the alarm suppression. After re-enabling of the alarms all active alarms will be sent from EMS to NMS. This capability has to be configurable (manual / automatically). 


	Major
	TS 32.111-1: Fault Management; Part 1: 3G fault management requirements
3GPP TS  32.121  

Telecommunication management; Advanced Alarm Management (AAM) Integration Reference Point (IRP): Requirements
	TS 32.111-1:

4.1.4
Alarm forwarding and filtering

As soon as an alarm is entered into or removed from the active alarms list Alarm notifications shall be forwarded by the NE, in the form of unsolicited notifications;

If forwarding is not possible at this time, e.g. due to communication breakdown, then the notifications shall be sent as soon as the communication capability has been restored. The storage space is limited. The storage capacity is Operator and implementation dependent. If the number of delayed notifications exceeds the storage space then an alarm synchronization procedure shall be run when the communication capability has been restored.

The OS shall detect the communication failures that prevent the reception of alarms and raise an appropriate alarm to the operator.

If the N interface is implemented in the NE, then the destination of the notifications is the NM, and the interface shall comply with the stipulations made in clause 5. If the N interface resides in the EM, proprietary means may be employed to forward the notifications to the EM. Note that, even if the N interface is implemented in the NE, the EM may still also receive the notifications by one of the above mechanisms. However, the present document does not explicitly require the NEs to support the EM as a second destination.

The event report shall include all information defined for the respective event (see clauses 4.1.1, 4.1.2 and 4.1.3), plus an identification of the NE that generated the report.

The system operator shall be able to allow or suppress alarm reporting for each NE. As a minimum, the following criteria shall be supported for alarm filtering:

· the NE that generated the alarm, i.e. all alarm messages for that NE shall be suppressed;

· the device/resource/function to which the alarm relates;

· the severity of the alarm;

· the time at which the alarm was detected, i.e. the alarm time; and,

· any combination of the above criteria.

The result of any command to modify the forwarding criteria shall be confirmed by the NE to the requesting operator.

TS 32.121:

4.2
General Requirements for AAM on Itf-N

4.2.1
The IRPManager should be able to request the IRPAgent to 
a) categorize alarms as insignificant or significant 
and 
b) to act based on these categories, e.g. to discard if insignificant. 
The IRPManager should be able to cancel such requests.

4.2.2
The standard should define some alarm categorization rules. The standard should also allow vendor to define their own alarm categorization rules.

4.2.3
Possible alarm categorization rule(s) may depend for example on the type of alarm, the environment, the time of day, the type of network element, the alarm severity, the location, position in the containment tree and many more. No restriction is imposed in this regard.

4.2.4
The IRPManager should be able to request the IRPAgent for the list of active categorization rules (i.e. standard defined and vendor defined).

4.2.5
The IRP manager should be able to request the IRPAgent to apply the categorization rule(s) and to remove the insignificant alarms in the following situations:
+ alarm notifications to be sent to any IRPManager 
+ advanced alarm management requests by this IRPManager to read the alarm list 
Certain types of categorization rules are only to be applied to read the alarm list. The term used for these rules is alarm partitioning rules.
	Compliant
There are two mechanisms defined in 3GPP for alarm suppression, one is filter, another is advanced alarm rules.

	REQ-FM (12)
	REQ-FM (12) Summary Alarms
	EMS interface summary should provide summary alarm functionality.

Description: 

· For minor alarm is sometimes not practicable to send every alarm from EMS to NMS. EMS generates a summary alarm and sends it to NMS when an alarm occurs several times within a certain window-time. This capability should be configurable. E.g. if a alarm occurs and clear more than 50 times per minute, then EMS will send a summary alarm to NMS. If this alarm occurs and clear less than 50 times per minute, then EMS will sent clear alarm to NMS. 


	Essential
	3GPP TS  32.121  

Telecommunication management; Advanced Alarm Management (AAM) Integration Reference Point (IRP): Requirements
	4.2.5
The IRP manager should be able to request the IRPAgent to apply the categorization rule(s) and to remove the insignificant alarms in the following situations:
+ alarm notifications to be sent to any IRPManager 
+ advanced alarm management requests by this IRPManager to read the alarm list 
Certain types of categorization rules are only to be applied to read the alarm list. The term used for these rules is alarm partitioning rules.


	Compliant
Except “Threshold rule”, 3GPP has some other advanced alarm rules defined in 32.121 like “
TransientRule,ToggleRule, VendorSpecificRule”

	REQ-FM (13)
	REQ-FM (13) Re-Synchronization
	The NMS must be able to synchronize the own event/alarm list with the EMS event/alarm lists 

Description: 

· The NMs will use the query functionality of the FM interface to synchronize the own event/alarm list with all EMs event/alarms with a perceived severity ≠ “cleared”. This functionality will be invoked automatically by re-connection of the NMs with the EMs after startup of the NMs or the interface 


	Essential
	TS 32.111-1: Fault Management; Part 1: 3G fault management requirements
	5.3
Retrieval of alarm information

The retrieval of alarm information comprises two aspects:

-
Retrieval of current information:


This mechanism shall ensure data consistency about the current alarm information between the NM and its subordinate entities and is achieved by means of a so-called synchronization ("alignment") procedure, triggered by the NM. The synchronization is required after every start-up of the Itf-N, nevertheless the NM may trigger it at any time.

-
Logging and retrieval of history information:


This mechanism offers to the NM the capability to get the alarm information stored within the subordinate entities for later evaluation.
	Compliant


