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Rationale

SA5 has described in Rel-8 the overall SON concepts and requirements in TS 32.500 [1]. The different SON solution architectures (Centralised SON, Distributed SON, and Hybrid SON) have been introduced by SA5 in TS 32.500 [1].
RAN3 has described the used case of SON Mobility Load Balancing in TR 36.902 [2]. RAN3 is working now on Load definition and Load Balancing information and report exchange over X2 which will be finalised for Rel-8 in TS 36.423 [3].

In this document we recall the principals of the hybrid SON architecture and then discuss why it is the best option for Load Balancing.  The document concludes with a detailed proposal for Rel-9 work.
3.1 Hybrid SON Architecture

In hybrid SON architecture (Figure 1) we assume that some SON functionality resides at the eNB and some resides in a central position (accessible via the Itf-N).  In the diagram we assume a System Context B in which the Itf-N is terminated at the network element (the eNB), but the following discussion is equally applicable to System Context A.  In this split functionality, for example, a central SON entity acts as a master and is able to control the decisions (adjustments) proposed by an eNB (see “open loop mode” in TS 32.500[1]).  Alternatively it could configure lower and upper bounds for the set of handover parameters to which the eNB must comply (see “closed loop mode” in TS 32.500[1]).
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Figure 1:  Hybrid SON architecture

3.2 The reasons to choose a Hybrid SON architecture for Load Balancing 

The figure below (Figure 2) illustrates a hybrid SON functionality for mobility load balancing optimisation. This architecture allows an easy multi-vendor SON decision at eNB level (we call the interaction and coordination between eNB SON entities ‘SON Exchange’) to enable a quick reaction to traffic change. The PM report and the CM configuration, allows a deeper analysis and accurate control of eNB behaviour for the network stability. 
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Figure 2:  Hybrid SON logical architecture

The main reasons to choose hybrid SON architecture for load balancing optimization are described below:

1. Distribution of the SON functionalities (see logical functions in eNB1/eNB2 in figure 2):

a) This solution already exists in Rel-8.

b) The load evaluation should be done in eNB.

c) The load information exchange between eNBs should be done via the X2 interface instead of via OAM, which can reduce much data transmission between eNB and OAM and will match better with real time constraints. 

d) The result of load balancing is a steerage of some traffic to the neighbors. The handover and the relocation are controlled by eNB, so it makes sense that the load balancing decision is done in the eNB (by SON intelligence function located in eNB). The eNB may take into account the actual radio and traffic environment for a better traffic balancing.
2. Centralization of the SON functionalities (see logical functions in OAM in figure 2):

a) The eNB has some difficulty to know the performance situation of the whole network. OAM can collects some load balancing related PM data to reflect the load situation using PM.

b) The eNB lacks the ability to control the load situation of the whole network. OAM may consider (by SON intelligence function located in OAM) some load balancing control parameters changes using CM in complex areas involving many overlapping cells.
c) The centralised SON function can ensure that load balancing adjustments (for example, of handover parameters) only impact other systems aspects (such as handover reliability) to the extent permitted by the operator policy.
Based on the above considerations, a hybrid SON architecture solution, which merges the benefits of both centralised and distributed architectures together, can give the best optimisation for load balancing.
4 Conclusion
Based on the above discussion, a hybrid Load Balancing SON architecture will be the most efficient. 
We propose the following work split for self-optimization standardization between SA5 and RAN3:
1. The following scenarios described in SA5 TS 32.521[4] shall be taken into consideration for Load Balancing:
a) Overlapping Coverage

b) Hierarchical Coverage

c) Neighbouring Coverage
2. A hybrid SON architecture solution for Load Balancing shall be developed, with optimization algorithms executed both in the OAM domain and in the RAN domain. 
3. The OAM part of the solution shall be further discussed and provided in SA5 TS 32.522 [5], the RAN part of solution shall be discussed in RAN3.  Co-operation by LS will be done between the two groups whenever needed.
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