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Rationale

This document discusses some of the differences between distributed, centralised and hybrid SON architectures for the SON use-case Handover Parameter Optimisation (aka Mobility Robustness Optimisation).  In section 4 we draw conclusions and make recommendations for Release 9.
3.1 Centralised SON Architecture

The figure below (Figure 1) illustrates a centralised SON architecture in which we assume the central SON entity is able to communicate with many eNBs via a standardised Itf-N interface.  In the diagram we assume a System Context B [1] in which the Itf-N is terminated at the network element (the eNB), but the following discussion is equally applicable to System Context A.  The differently coloured eNBs are from different vendors.
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Figure 1.  Centralised SON architecture

A message sequence chart illustrating the key signalling exchanges and actions is drawn below (Figure 2).  The operator enables the SON function and sets the target values for the SON objectives.  The OAM/OSS configures the initial handover parameters for each eNB via CM.  Measurements of the handover performance are regularly captured by each eNB and passed via PM to OAM to the SON entity.  The SON entity checks that the objectives are being met within the defined target values.  When a target is not being met the SON entity identifies a corrective action and adjusts one or more handover parameters using CM.  Note: a pre-emptive adjustment of parameters may be useful if the SON entity sees that the performance is degrading and the targets are threatened.  After the corrective action, the SON entity receives updates on the handover performance and may decide to make further adjustments until the targets have been met.  If the performance deteriorates following a parameter adjustment the SON entity may decide to reverse the adjustment – see clause 4.1 in [2].
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Figure 2.  Message sequence chart of key interactions for centralised handover parameter optimisation

The attractions of a centralised architecture include:

· Able to consider and direct handover parameter changes in complex areas involving many overlapping cells.

· The eNB for the source cell cannot always detect when a handover was performed to a non-suitable cell. One example of this is when radio link failure occurs shortly after the UE has connected to the target cell. 

· Able to avoid using non-suitable neighbours given knowledge of network geography and topology. 

· Able to exploit knowledge within planning tools that are linked to the OSS.

· For example, it can be checked if a handover parameter adjustment would take the handover border outside the overlapping coverage area between two cells.
· Able to realise solutions that require handover parameter modification in multiple cells.

· For example, ping-pong can be reduced by changing the offset parameter in both of the applicable cells.

· Able to manage changes to parameters or settings applied globally.

· For example, it may be determined that long DRX cycles shall not be permitted across the network.

· Able to operate irrespective of the vendor origin of each eNB.

There are potential disadvantages too, including:

· It may be impractical to deliver measurements over PM that have sufficient detail to permit “full” optimisation because of the cost of eNB measurement processing and the limitations of Itf-N bandwidth.

· Is the solution scalable as a network deployment grows?

3.2 Distributed SON Architecture

In the distributed SON architecture (Figure 3) the SON algorithm runs at each eNB.  We assume that each eNB controls its own cells. For handover this means that each eNB controls outgoing handovers. This principle would also apply to SON. In a distributed architecture for handover robustness optimization we would thus try to provide to the source eNB all information that is needed to make good conclusions on the outgoing handover performance and information needed to optimize this. A benefit of the distributed architecture is that the eNB has considerable additional information relevant to a particular UE and a particular handover occurrence, such as the UE handover history, measurements performed by the UE (and delivered to the eNB) of other neighbour cells and the downlink link quality (from CQI), and UE DRX usage.  However, the eNB lacks knowledge of events that may follow a handover from its cell; for example, if the UE soon does a second handover or the call drops this is not visible to the eNB.  Additional X2 signalling (to be defined) could help in this respect.  Some handover optimisations may require action by multiple eNBs and signalling over X2 to support coordinated actions would be required.
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Figure 3.  Distributed SON architecture

A message sequence chart illustrating the key signalling exchanges and actions is drawn below (Figure 4).  Notice how the optimisation targets are now signalled over the Itf-N to each eNB.  There remains PM signalling back to the OAM but this is for monitoring purposes, not for SON itself – it should be lower in volume than for the centralised architecture.
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Figure 4.  Message sequence chart of key interactions for distributed handover parameter optimisation

The distributed solution has the following advantages:

· The network architecture is kept simple, SON runs at the eNB, no additional entities are needed.

· The eNB has detailed information regarding each individual handover from its own cells, as discussed above.

· The solution scales easily to larger network deployments.

· Low loading of measurements on Itf-N.

The potential disadvantages include:

· Each eNB lacks visibility of the handover issues over the neighbouring area.

· Extending the visibility requires new X2 signalling.

· There is no linkage to planning tools.

· Some solutions may require multi-eNB cooperation.  Cooperative algorithms are at risk of non-convergence, oscillatory behaviour and race conditions.  If there is a multi-vendor deployment then this is complicated further.  Furthermore, a significant part of the expected algorithms (the behaviour of the eNB, not just the X2 signalling ) may need to be specified by 3GPP.

· It is difficult to do handover optimization in isolation. A bad coverage situation could cause many of the bad-performance observations that would trigger a change. An important part of the overall SON algorithm is to determine what to optimize. Shall coverage be changed by changing power and antenna parameters, or shall handover parameters be changed? Or something else? It is important to identify which kinds of reconfigurations are helpful in various situations and to identify situations where automatic reconfigurations will not help, e.g. where only the addition of a cell(s), change of antenna location will help.  Thus there is a significant dependency between the different cases of multi-cell optimization and multi-cell problem diagnosis, and if multi-cell algorithms are both distributed and centrally located the handling of the interdependencies is an additional complexity. 

· The total signalling load over X2 could be high since the eNB would communicate to many neighbour eNBs without prior knowledge that the content would be of any use.
3.3 Hybrid SON Architecture

In a hybrid SON architecture (Figure 5) we assume that some SON intelligence resides at the eNB and some resides in a central position (accessible via the Itf-N).  For example, the distributed architecture discussed above could be extended so that a central SON entity acts as a master and is able to veto decisions (adjustments) proposed by an eNB (“open loop mode”).  Alternatively it could configure lower and upper bounds for the set of handover parameters to which the eNB must comply (“closed loop mode”).  In principle, the benefits of both centralised and distributed architectures could be merged together, giving the best optimisation.  This solution is more complex and more aspects would need to be standardised (for example, X2 signalling and Itf-N signalling).

For “open loop” optimization it could be assumed that the eNB proposes new values for CM attributes and OSS then configures such new values.  This mode of operation would allow a combination of centralized and distributed control where the centralized entity is the master. Also for “open loop” optimization, possible a restricted range would be useful, where the eNB or RAN would not propose changes exceeding the restricted range 

For “closed loop” local optimization in eNB it could be assumed that the local optimization would stay within the allowed range, and there could optionally be notifications to OSS for every locally decided CM change. 

The CM change notifications to OSS are needed to make it possible for the OSS to interpret the observed performance in correlation with a certain CM configuration.  Also changes to local parameters that are not visible in the CM interface, but that significantly impact PM, should perhaps be informed to the OSS. . 
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Figure 5.  Hybrid SON architecture

3.4 Pros and Cons of different SON architectures for Handover Parameter Optimisation
In this section, for convenience we summarise the main pros and cons of the different architectures.
	Architecture
	Pros
	Cons

	Centralised SON
	· Able to consider and direct handover parameter changes globally in complex areas involving many overlapping cells.

· Able to exploit knowledge in planning tools that are linked to OSS
· Simpler to implement a robustly converging optimization. The risk of having a system that is altogether non-converging is lower compared to a distributed SON.
· Operates irrespective of vendor origin of eNB (assuming PM and CM are supported).
	· Scalability.
· Impractical to monitor all aspects of mobility behaviour in great detail.

	Distributed SON
	· The network architecture is kept simple.

· eNB has detailed information regarding each individual handover.
· Easy scalability. 
· Low loading of measurements on Itf-N
	· Each eNB lacks visibility of the handover issues over the neighbouring area.  New X2 signalling would partly address this.

· The total signalling load over X2 could be high since the eNB would communicate to many neighbour eNBs without prior knowledge that the content would be of any use.
· It is harder to implement a robustly converging optimization. The risk of having a system that is altogether non-converging is higher in multivendor context compared to a centralised SON.
· Harder for Multi-vendor support.

	Hybrid SON
	· In principle, the Pros of both centralised and distributed architectures could be merged together, giving the best optimisation. 
	· Solution is more complex and more aspects would need to be standardised (for example, X2 signalling and Itf-N signalling).

· Scalability may be complex. 


All architectures, hybrid, distributed and centralised, can address the handover optimisation. 

The distributed architecture seems to be easy to implement from local (eNB) point of view even if the X2 signalling load may increase, but from a high level point of view (cluster, Hierarchical cell Network, multi-Frequency, multi-RAT) it seems more complex to achieve a stable and robust convergence of multi-vendor equipments.  The centralized architecture implies some effort on measurements on Itf-N and more proprietary robust algorithms to consider the local and global approach but seems to be easy for multi-vendors interaction. 
The hybrid architecture, the best of the both worlds, introduces lots of complexity and would probably delay the work out of Rel-9 due to the interaction between the different layers.
4 Conclusions and Proposal
In the Release 9 timeframe the objective of 3GPP must be to select an architecture which is able to address the most important handover issue, namely handover reliability (success/failure).  Both distributed and centralised options can address the handover robustness.  In the distributed case the main challenge is to define X2 processes that allow an eNB a wider view of events in neighbouring cells and allow eNBs from different vendors to work together.  In the centralised case, the key is to specify suitable counters to be sent over the Itf-N.  A well-formulated hybrid architecture would offer better performance than either a fully distributed or a fully centralised solution, but at the expense of increased complexity and longer development time (both in 3GPP and in vendors’ production).  In our opinion a centralised handover parameter optimisation SON architecture will be the easiest to design and the possibility of integrating it with other planning tools makes it the preferred choice for Release 9.
Detailed Proposals for Rel-9: 

Proposal 1: Support for a centralized SON architecture solution for handover parameter optimization (the current SA5 scope) shall be developed, where the optimization algorithm is to execute in the OAM domain: 

Proposal 2: The relevant performance measurements shall be standardized.

Proposal 3: The relevant CM objects and attributes shall be standardized, to be configurable from the OAM domain. 
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