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Introduction
We propose to include the following texts describing the procedures of V2X including media.
*** Start change 1 ***
6.4
Procedures

This clause outlines the strategies to realize V2X use cases with codecs and protocols.
6.4.1
Support for remote driving
In this basic use case, media streams including the audio-visual information of scenes in several directions around the vehicle are transmitted in the uplink. It would be essential to maintain the QoS during the operation, e.g., by using MTSI or FLUS that supports IMS. Each stream may be assigned a bit-rate or a resolution that depends on its relative importance in the remote control of vehicle, which may also depend on the roadside situation.
For example, streams corresponding to the side or backward directions may be considered more important than the stream for the front when moving a car stopped in the first lane to the roadside. The inside-vehicles video may cover a wide angle or be made up of by stitching images captured by multiple cameras, as they are not used for controlling purposes. In contrast, the outside-vehicle videos would have to be captured as conventional images, to avoid the distortion that may compromise the accuracy of remote driving.
6.4.1.1
Description
TS 22.186 [5] contains a use-case around Remote Driving (Clause 5.4 in TR 22.886 [3]). The use-case is subdivided into several sub cases. TR 22.886 lists a human as remote driver or a “cloud” as possible remote driver. In case of a “Cloud” based driver, a remote driving application server is deployed using cloud computing technologies.

Here, we focus on the case of a human as a remote driver. Figure 1 depicts an illustration of the setup. The Remote Driving (RD) application on the UE side collects information from various sensors and also connects to the engine, steering and braking system for command execution (automation system actuators). Note, this is an example list of potential sensors and actuators.
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Figure 6.4-1: Application flows in Remote Driving (RD) concept
On the remote driver side, a Remote Driving (RD) application dispatches the incoming information to appropriate rendering devices, such as display or sound system. The RD is also converting the controller device actions into a protocol, which provides the manoeuvre instructions to the vehicle.
It is assumed that the vehicle has no additional local advanced driver assistance systems (ADAS), so the vehicle is a Level of Automation (LoA) 0 type of vehicle. Accordingly, there is a high dependency on the network performance.
It can be observed, that the architecture setup for sending video, audio and sensor data to the remote driver is very similar to the Uplink Streaming architecture (FLUS) in TS 26.238 [17] and TR 26.939 [18].
6.4.1.2
Potential requirements
The system may support high quality at low latency video in uplink direction. The re-use of the Framework for Live Uplink Video (FLUS) [17] can be considered.

The system may support decent quality at low latency audio in uplink direction. The re-use of the Framework for Live Uplink Video (FLUS) [17] can be considered.

The system may support undefined quality at low latency sensor data in uplink direction, such as speed, acceleration, etc. Carrying appropriate sensor data formats can be studied e.g. for FLUS.

The system may use 3GPP defined QoS Framework e.g. as discussed in TR 26.939 [18].

The system may be rate adaptive so that e.g. the video quality can adjust to changing network conditions.

The system may be latency adaptive so that e.g. the video compression can be adapted to the latency requirement, for achieving a suitable coding latency vs. compression efficiency trade-off, depending on the current latency requirement.

The system may support low latency, low bitrate command distribution scheme to send vehicle control commands from the Remote driver to the vehicle.
6.4.2
Information sharing for high/full automated driving
This use case includes both the uplink and downlink, and may also include the sidelink in the sharing of information. Conventional media information from cameras can be compressed with typical video codecs, and other types of sensor information such as lidar output or detailed planned trajectory often has the form of multidimensional arrays that include a large amount of redundant information, which can easily be compacted with data compression techniques and controlled depending on the status of network and vehicles. However, fall of accuracy below acceptable levels and their impact on the safety needs to be avoided.
6.4.3
Video data sharing for assisted and improved automated driving (VaD)
This use case, often called the see-thorough [15], assumes the use of sidelink (PC5) interface whose capability for handling real-time video is under discussion.
NOTE 1:
LTE PC5 cannot support 700 Mbps, which is required as [R.5.4-008] in [5] assuming a stream of raw video in RGB format with a resolution of 1280x720 at a frame rate of 30 Hz, in Rel-15.
6.4.4
Teleoperated support (TeSo)
This use case may be realized as similarly as the remote driving use case.
6.4.5
Video composition
The uplink part of this use case may be realized as a form of network-based stitching, which can be enabled by FLUS, and the downlink part may be realized via point-to-point transmission or multicast/broadcast.
NOTE 2:
For a proper composition, video streams in the uplink need to be aligned in both the temporal and spatial domains, and also captured in steady positions.
6.4.6
Data Collection from in-vehicular sensors for HD Map updates
6.4.6.1
Description
TS 22.186 contains a use-case around 3D video composition for V2X scenario (TR 22.886, Clause 5.25). In other consortias (such as AECC [19], Section 3.2 and Table 1), this type of mechanisms is often named “High Definition Maps” (HD Map). The HD Map contains much more detailed information compared to a regular map. Regular maps are used by today’s navigation systems. HD Maps are used by new assistance and/or automated driving systems. The HD Map can contain sensor reading interpretations e.g. specific landmark descriptions to increase the positioning precision and is also used for obstacle detection (i.e. objects, which are not supposed to be on the road). Note, there are various different names for HD map like information and there is no standard defining the format.

In order to keep HD Maps up to date, information from the vehicle mounted sensors (such as video camera, scans from LIDAR) can be upstreamed or uploaded. Further, the video or LIDAR images from vehicles may be leveraged for other purposes than HD Map updates, for instance for road condition supervision and maintenance scheduling.
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Figure 1: Uplink video from vehicle-mounted cameras (and other sensors)
The above depicted scenario sketch depicts the setup considering the usage of the Framework for Live Uplink Video (FLUS) [17], [18]. A Vehicular mounted front-looking camera is capturing a video. The Vehicle includes a FLUS Source function and upstreams the video to the cloud deployed FLUS Sink function. The FLUS Sink forwards the stream to the post-processing function, which is then extracting relevant information for the HD Map.
6.4.6.2
Potential requirements
The system may support high quality at configurable latency video in uplink direction. The re-use of the Framework for Live Uplink Video (FLUS) [17] should be considered.

The system may support undefined quality at configurable latency sensor data in uplink direction, such as speed, acceleration, etc. Carrying appropriate sensor data formats should be studied e.g. for FLUS.

The system may use 3GPP defined QoS Framework e.g. as discussed in TR 26.939 [18].

The system may be rate adaptive so that e.g. the video quality can adjust to changing network conditions.
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