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1
Scope

The present document defines interoperability points for Virtual Reality for streaming services. Specifically, the present document defines rendering scheme requirements, media profiles and presentation profiles for Virtual Reality. The specification builds on the findings and conclusions in TR 26.918 [2].
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3
Definitions, symbols and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

bitstream: a bitstream that conforms to a video encoding format and certain Operation Point

Enhanced Voice Services codec: The codec defined in 3GPP TS 26.445 [21]

field of view: the extent of visible area expressed with vertical and horizontal angles, in degrees in the 3GPP 3DOF reference system

ISO base media file format: media file format as specified in ISO/IEC 14496-12 [17]
media presentation description: formalized XML-based description for a DASH media presentation for the purpose of providing a streaming service

Metadata-assisted EVS codec: The codec specified in 3GPP TDoc S4 (18)0xxx: "VRStream audio profile candidate – Description of Bitstream, Decoder, and Renderer plus informative Encoder Description" [20]
MIME type: identifier for file formats and contents, specified in IETF RFC 2045 [18]
operation Point: acollection of discrete combinations of different content formats including spatial and temporal resolutions, colour mapping, transfer functions, rendering metadata etc. and the encoding format.

pose: position derived by the head tracking sensor expressed by [azimuth; elevation; tilt angle].

receiver: a receiver that can decode and render any bitstream that is conforming to a certain Operation Point.

Spatial Reconstructor: A tool in the MAEC codec to efficiently code higher order Ambisonics

viewport: the part of the 3DOF content to render based on the pose and the field of view 
3.2
Symbols

For the purposes of the present document, the following symbols apply:

α
yaw of the 3GPP 3DOF coordinate system
β
pitch of the 3GPP 3DOF coordinate system

γ
roll of the 3GPP 3DOF coordinate system

ϕ
azimuth of the 3GPP 3DOF coordinate system

θ
elevation of the 3GPP 3DOF coordinate system
3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. 
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

3DOF
3 Degrees of freedom

BRIR
Binaural Room Impulse Response

DASH
Dynamic Adaptive Streaming over HTTP

ERP
Equirectangular projection

EVS
Enhanced Voice Services codec

FOV
Field of view

HMD
Head Mounted Display

HOA
High Order Ambisonics

HRTF
Head-related transfer function
MAEC
Metadata-assisted EVS codec

OMAF
Omnidirectional MediA Format

SPAR
Spatial Reconstructor

VR
Virtual Reality
*************** END OF MODIFIED CLAUSE***************

6
Audio Enablers
*************** BEGINNING OF MODIFIED CLAUSE***************
6.1
Audio Metadata and Rendering
<Provides an overview of audio rendering schemes>

6.2
Media Profiles
6.2.1
MAEC profile
6.2.1.1
General

This operation point targets 3GPP VR streaming use cases as outlined in 3GPP TR 26.918 [2]. It is suitable both for the class of VR services with UE consumption of managed and third-party VR content as well as for VR services relying on UE consumption of UE-generated content. The former is most adequately addressed by an operation mode providing full immersive quality of experience with very high spatial accuracy and quality. The latter is addressed by an operation mode that is especially suitable for cases where spatial capure capabilities are limited to FOA or where bitrate or complexity limitations do not allow for the more demanding full immersive quality. 

An essential advantage of the MAEC profile is that the audio decoding and rendering process is fully specified within the set of 3GPP standard specifications, which should enable broadest consensus within the mobile industry. It relies on standards compliant implementations of the EVS decoder, which, in Rel-15 time frame, is already supported by a large number of mobile phone chipsets and 3GPP UEs. The provided metadata framework required to enable the immersive experience comprises a metadata decoder and a renderer of the immersive audio signal. The decoder framework is a comparably small addition on top of the EVS decoders. A particular feature is the mono decoding capability of the bitstream, which even allows UEs without metadata decoder support to extract and decode a high-quality EVS mono bitstream.

The non-normative reference renderers of the profile allow for renderings over headphones and arbitrary loudspeaker systems. The non-normative binaural reference renderer is the Common Informative Reference Renderer (CIBR) that is defined in clause 4.5.1.2. The implementation of that renderer may rely on readily available SDKs for major mobile operating systems. However, a flexible renderer API is also provided, allowing implementers to connect other renderers very easily.
A Bitstream conforming to the 3GPP VR MAEC profile shall conform to the requirements in the remainder of clause 6.2.1.

A receiver conforming to the 3GPP VR MAEC profile shall support decoding and rendering a Bitstream conforming to the MAEC profile. Detailed receiver requirements are provided in the remainder of clause 6.2.1.

6.2.1.2
Codec and Level

A Bitstream conforming to the 3GPP VR MAEC profile shall conform to MAEC level 2 as defined in [20].
6.3
ISO BMFF Integration

6.3.1
General

The purpose of this clause is to define the necessary structure for integration of the Metadata-assisted EVS codec (MAEC) media specific information in a 3GP file.

3GPP TS 26.244 [7], clause 6.2 gives some background information about the Sample Description box in the ISO based media file format [17]. 3GPP TS 26.244 [7], clause 6.4 gives background about the MP4AudioSampleEntry box in the MPEG-4 file format [23]. The definitions of the Sample Entry box for MAEC is given in clause 6.3.2.

6.3.2
MAECSampleEntry box

For MAEC, the box type of the MAECSampleEntry Box shall be 'maec'.

The MAECSampleEntry Box is defined by table 1:

Table 1: MAECSampleEntry box

	Field
	Type
	Details
	Value

	BoxHeader.Size
	Unsigned int(32)
	
	

	BoxHeader.Type
	Unsigned int(32)
	
	'maec'

	Reserved_6
	Unsigned int(8) [6]
	
	0

	Data-reference-index 
	Unsigned int(16)
	Index to a data reference that to use to retrieve the sample data. Data references are stored in data reference boxes.
	

	Reserved_8
	Const unsigned int(32) [2]
	
	0

	Reserved_2
	Const unsigned int(16)
	
	2

	Reserved_2
	Const unsigned int(16)
	
	16

	Reserved_4
	Const unsigned int(32)
	
	0

	TimeScale
	Unsigned int(16)
	Copied from media header box of this media
	

	Reserved_2
	Const unsigned int(16)
	
	0

	MAECSpecificBox
	
	Information specific to the decoder.
	


If one compares the MP4AudioSampleEntry Box - MAECSampleEntry Box the main difference is in the replacement of the ESDBox, which is specific to MPEG-4 systems, with a box suitable for MAEC. The MAECSpecificBox field structure is described in clause 6.3.3.

6.3.3
MAECSpecificBox field for MAECSampleEntry box

The MAECSpecificBox field for MAEC shall be as defined in table 6.3-1. The MAECSpecificBox for the MAECSampleEntry Box shall always be included if the 3GP file contains MAEC media.

Table 6.3-1: The MAECSpecificBox fields for MAECSampleEntry

	Field
	Type
	Details
	Value

	BoxHeader.Size
	Unsigned int(32)
	
	

	BoxHeader.Type
	Unsigned int(32)
	
	‘dmec’

	DecSpecificInfo
	MAECDecSpecStruc
	Structure which holds the MAEC Specific information
	


BoxHeader Size and Type: indicate the size and type of the MAEC decoder-specific box. The type shall be ‘dmec’.

DecSpecificInfo: the structure where the MAEC stream specific information resides.

The MAECDecSpecStruc is defined as follows:

struct MAECDecSpecStruc {
  Unsigned int (3)  nch_i
  Unsigned int (1)  mdt
  Unsigned int (11) mdc
  Unsigned int (5)  mdr
  Unsigned int (3)  bnd
  Unsigned int (1)  res
  Unsigned int (6)  ft_w
  Unsigned int (6)  ft_x
  Unsigned int (6)  ft_y
  Unsigned int (6)  ft_z
}

The definitions of MAECDecSpecStruc members are as follows. 

nch_i: Number of Enhanced Voice Services codec (EVS) encoded downmix channels.

mdt: Metadata Type, ’0’ indicates that MDF carries a PC field, ’1’ means it carries a Spatial Reconstructor (SPAR) field.

mdc: Metadata Coding configuration information field.

mdr: Metadata bit rate signaling.

bnd: Number of bands used in metadata coding.

res: Reserved, ffs. Shall be set to 0 if not used.

ft_{w,x,y,z}: EVS frame type for all frames of all EVS encoded downmix channels) (see 3GPP TS 26.445  [21], Annex A2.2.1.2)

NOTE:
Bitstream coding of these fields shall be applied as specified in [20], clause 6.4.

6.3.4
3GP file format constraints for MAEC
When MAEC files are carried in 3GP file format, the following constraints apply.

Samplerate

The sample rate of the audio shall be 48 kHz throughout.

Number of EVS encoded downmix channels

The number of EVS encoded downmix channels shall be 4.

6.3.5
Codecs parameter

The codecs parameter is defined in RFC 6381 [19]. The ISO file format name space and ISO syntax in clauses 3.3 and 3.4 of RFC 6381 [19] shall be used together with extensions to the ISO syntax specified here.

The syntax in clause 3.4 of [19] defines the usage of the codecs parameter for files based on the ISO based media file format and specifies that the first element of a parameter value is a sample description entry four-character code. It also includes specific definitions for MPEG audio ('mp4a') and MPEG video ('mp4v') where each value in addition to the four-character code includes two elements signalling Object Type Indications and Profile Level Indications (video only). Values for other codecs used by the 3GP file format are specified below.

The codecs parameter for the MAEC codec shall be set to "maec.X" where X is the decimal representation of the codec level as defined in  [20].
Example:
The codecs string for level 2 MAEC content is @codecs="maec.2"

6.4
DASH Integration

6.4.1
DASH - Usage of 3GPP File Format

A DASH segment for delivery of MAEC media data over DASH shall comply with the provisions of 3GPP TS 26.247 [8], clause 9.
Additionally, the provisions of clause 6.3 shall apply.

6.4.2
Metadata-assisted EVS codec in MPEG-DASH

6.4.2.1
Introduction

The present annex specifies requirements for usage of MAEC with 3GP-DASH [8].  
6.4.2.2
Media presentation description

6.4.2.2.1
General

The DASH media presentation description shall conform to 3GPP TS 26.247 [8].
6.4.2.2.2
AdaptationSet signaling

The following constraints apply for AdapationSets referencing MAEC datatypes.

· The @codecs attribute shall be set to the value of the MIME codecs parameter, as specified in clause 6.3.5.

· The @mimeType attribute shall be set to audio/3gpp.

· The @audioSamplingRate attribute shall be set to '48000'.

· The @startWithSAP attribute shall be set to 1, indicating that each Media Segment starts with a SAP of type 0 or 1 in each media stream.


*************** END OF MODIFIED CLAUSE***************

7
Metadata
<provides VR Stream relevant metadata>

8
VR Presentation

8.1
Definition

<provides definition of a VR presentation that combines all media tracks of a VR offering>

8.2
File Format Integration

<provides a file format integration of a VR Presentation>

8.3
DASH Integration

<provides DASH integration of a VR Presentation>
*************** BEGINNING OF MODIFIED CLAUSE***************
(new) Annex X (normative): Supplementary information to metadata-assisted EVS codec
X.1
Constraints applicable for streaming, file storage and configurations changes
X.1.1
Permissible operation points of metadata assisted EVS profile
Dolby’s VRStream audio profile candidate is a metadata assisted EVS coding framework. The documented bitstream, decoder and renderer supports the following operation modes, configurations and bit rates. In the following, default operation of the metadata assisted EVS coding framework is described. Any operation beyond that default is currently not supported by the documented decoder and an encoder shall not produce bitstreams that are not compliant with the default. 

Part of the default are two main operation modes, one based on a Predictive Coefficient (PC) metadata framework, one based on the Spatial Reconstructor (SPAR) framework. Both frameworks operate on the default of 4 EVS coded downmix channels of arbitrary immersive audio input. The PC framework is suitable for the reconstruction of the input audio in FOA format. The SPAR framework enables high immersive quality reconstruction with full spatial resolution.

Both metadata frameworks apply a sub-band based coding strategy. There is signaling support to indicate the number of sub-bands used in metadata coding. For default operation the BND indicator must be set to 5 (‘101’), which indicates 12 sub-bands.

X.1.1.1
EVS operation modes and bit rates

The metadata-assisted EVS profile has signaling support for up to 8 EVS coded downmix channels. The default operation is to use 4 EVS coded downmix channels.

The EVS coding of the downmix channels is fully compliant with the 3GPP EVS standard according to the series of EVS specifications (3GPP TS 26.441 - TS 26.447, TS 26.449 - TS 26.451). All specified EVS modes and bit rates, including all EVS primary and AMR-WB IO modes are supported and part of the default operation.

X.1.1.2
Default operation of the PC metadata framework
The selection of the entropy coding strategy and the maximum metadata field size determine the operation of the PC metadata framework. Provided that these configuration parameters stay within their documents limits, there are no constraints for the operation of the framework.

X.1.1.3
Default operation of the SPAR metadata framework
The selection of the parameters ‘nobj: number of audio objects’, ‘hoa_order_idx: identifier for HOA order’, ‘ndeco: number of decorrelators’ and ‘coding_strategy_idx: entropy coding strategy’ determine together with the maximum metadata field size the operation of the SPAR metadata framework. Provided that these configuration parameters stay within their documents limits, there are no constraints for the operation of the framework.

X.1.2
Design constrains

X.1.2.1
Frame size constraints

The metadata-assisted EVS profile operates on superframes of 40 ms. In the typical cases when the Configuration Information is either static and provided out-of-band or dynamic and provided inband within each superframe, the data within each superframe is self-contained and can thus be decoded without the knowledge of a previous superframe.
X.1.2.2
Audio sampling rate
There are no principal constraints on input or output audio sampling rates. The output audio sampling is however determined by the capability of the renderer. The provided loudspeaker and binaural reference renderers support a sampling rate of 48 kHz.
X.1.2.3
Bit rate constraints

There are no explicit bit rate constraints except those implied from the supported bit rates of the used EVS codec instances and the metadata bit rate of the PC and SPAR frameworks. The metadata bit rate can be adjusted with fine granularity in a range from 4 – 128 kbps. 

The total bit rate is a result of the number of bits transmitted in superframes of 40ms duration. In addition to the number of bits of 4*2 EVS frames (for the downmix channels), which depends on the applied EVS operation mode (EVS frame type) for these frames, and the number of bits allocated for the metadata, there is an overhead of 1 byte for a header and an optional overhead of 9 bytes in case of dynamic configuration information. If the configuration information is static, it can be signaled out-of-band, in which case this optional overhead does not occur.

Due to the use of entropy codes for the spatial metadata of the PC and SPAR frameworks, the metadata-assisted EVS coding framework operates typically with variable bit rate. It is however possible to enforce constant bit rate operation by setting the the Metadata field size adjustment indicator (MDA) to zero and by making sure that the sum of the EVS bit rates for the 4*2 downmix channel frames is constant.

Taking all these elements into account, the absolute maximum bit rate at which the default of the metadata assisted EVS profile can operate is 642 kbps.

X.1.2.4
Configuration changes

The decoder of the metadata-assisted EVS profile accepts configuration changes on the time basis of the 40 ms superframes. The EVS codecs used for coding of the 4 downmix channel signals can be re-configured on the time basis of 20 ms, i.e. even within a superframe.

X.1.2.5
Features relevant for streaming and file storage 

X.1.2.5.1
Properties

The superframe structure and supported concepts of signalling configuration information enable the following properties that are useful for renderings in a streaming or a file-based download scenario: 

•
Full decoding and rendering of metadata-assisted EVS coded superframes.

•
Partial mono decoding of metadata-assisted EVS coded superframes.

•
Low-complexity extraction of superframe size information from a sequence of concatenated superframe data without need to decode the superframe data, e.g. to put it into a secondary format (ISOBMFF) that provides/needs that information.

•
Low-complexity bit rate determination without need to decode the superframe data. 

•
Low-complexity feed-forward and skip of superframes without need to decode the superframe data. 

•
Low-complexity feed-backward without need to decode the superframe data (requires constant bit rate operation). 

•
Easy re-sync and superframe skip in case of bit errors in arithmetic and entropy coded EVS and metadata bitstream portions.

•
Editable superframes, which allows allowing replacing metadata or EVS data frames.

X.1.2.5.2
Frame loss handling

Frame loss handling is supported by relying on the specified frame loss handling strategies of the EVS codec (3GPP TS 26.447) and by freezing the parameters of the spatial metadata frame works.

X.2
Constraints on the number and configuration of encoded audio input channels that can be supported at the decoder
There are no constraints on the number and configuration of encoded audio input channels that can be supported at the decoder. Any audio input signal in any configuration is represented efficiently either for reconstruction in FOA audio or for high immersive quality reconstruction with full spatial resolution.
X.3
Constraints on the number and configuration of output loudspeaker channels that can be supported by the renderer
There are no constraints on the number and configuration of output loudspeaker channels that can be supported by the reference loudspeaker renderer.

The reference loudspeaker renderer supports a set of predefined relevant output loudspeaker configurations such as 5.1 (ITU-R System B), 5.1.4 (System D), 7.1 (System I) and 7.1.4 (System J). ITU Loudspeaker Systems are specified in ITU-R BS.2051-1 [25].
In addition an API is provided that allows specifying renderer matrices for arbitrary loudspeaker configurations and an arbitrary number of loudspeaker channels.  

X.4
Profiles and Levels

X.4.1
Profiles

The present document does not specify any profiles, nor does it recommend or require any predefined profiles. Specifically, support for any profiles mentioned in ETSI TS 126 247 [8] remain optional.

Clause 4.2 specifies a level scheme that may be used if the MAEC codec is included into any profiles.

X.4.2
Levels

The MAEC encoder can be configured to address decoders compliant to one of various levels.

Table 1 defines levels of the MAEC codec. A level-n decoder needs to support decoding of streams of up to level n.

Table 1: MAEC codec levels. nch=number of downmix channels; nhoa=Ambisonics order; f=Sample Rate; bnd=Number of metadata bands

	Level
	Comment
	f
	nhoa (see Note)
	nch
	bnd

	0
	FOA
	48 kHz
	1
	4 (W,X,Y,Z)
	12

	1
	HOA2
	48 kHz
	2
	4 (W,X,Y,Z)
	12

	2
	HOA3
	48 kHz
	3
	4 (W,X,Y,Z)
	12

	3...7
	reserved

	Note:
see [20], clause 6.4.


X.5
Reference Renderer motion to sound latency
The reference binaural reference renderer of the metadata-assisted EVS coding framework is the Common Informative Binaural Renderer (CIBR), as defined in clause 4.5.1.2. 

A measurement report of the motion to sound latency of that renderer is available in [26]. The reported results show an estimated total motion to sound latency between 27.75ms and 27.8125ms. The estimated latency figures compare favorably with the detection thresholds identified in the 3GPP VR technical report 3GPP TS 26.918 [2], clause 8.3.

X.5
Complexity of Decoder and Renderer
X.6.1
Decoder Complexity
X.6.1.1
Complexity of EVS decoder instances

The EVS decoder complexity is documented in the EVS characterization report 3GPP TR 26.952 [27]. That report estimates the upper bound of the EVS decoder complexity (including all features supported) to 31.72 WMOPS. The complexity of the 4 EVS decoder instances is thus bounded by 126.88 wMOPS.

X.6.1.2
Complexity of spatial metadata decoder instances

The decoder complexity is dependent on the mode of operation (PC or SPAR mode), and when operating in SPAR mode, the complexity also depends on the total number of channels being produced at the output of the SPAR decoder ( nOut = nObjs + (hoa_Order+1)^2 )

For PC (FOA) mode:

· Bitstream unpacking complexity: approximately 2 KOPs / super-frame

· Window+FFT: approximately 210 KOPs/super-frame

· Mixer – G matrix: approximately 210 KOPs/super-frame

· Window+iFFT: approximately 210 KOPs/super-frame

· Total complexity (operating at 25 super-frames/sec) = 16 WMOPs

For SPAR mode:

· Bitstream unpacking complexity: approximately 4 KOPs / super-frame

· Window+FFT: approximately 270 KOPs/super-frame

· Mixer – M matrix: approximately nOut x 70 KOPs/super-frame

· Mixer – P matrix + decorrelation: approximately nOut x 70 KOPs/super-frame

· Window+iFFT: approximately nOut x 70 KOPs/super-frame

· Total complexity (for nOut=13, operating at 25 super-frames/sec) = 75 WMOPs

X.6.1.3
Total decoder complexity

The decoder of the metadata-assisted EVS coding framework in default operation comprises 4 instances of the EVS decoder and one instance of metadata decoders (PC or SPAR). The resulting overall complexity can thus be estimated by 4 times the EVS decoder complexity and the complexity of the respectively used metadata decoder.

Given the complexity estimates of the clauses above, the total decoder complexity is found to be bounded by 

· 126.88 + 16 = 142.88 WMOPs in case of FOA operation using the PC metadata framework

· 126.88 + 75 = 201.88 WMOPs in case of high immersive quality operation using the SPAR metadata framework

X.6.2
Complexity of reference renderers

X.6.2.1
Complexity of reference loudspeaker renderer

The speaker renderer performs 2 operations:

· The calculation of the panning gains (XYZ_to_Pan() function) has a complexity of 100-1000 OPs per object, and the XYZ_to_Pan() function is called once in each super frame. Hence, the complexity is negligible (less than 0.03 WMOPS per object)
· The mixing of the audio signals (nOut channels, where nOut is typically 4, 11 or 13) to the speaker output signals. This has a complexity of 4 x nOut x nSpkrs KOPs/super-frame. This will be approximately:

· 15 WMOPS for rendering of SPAR metadata framework outputs (13 channels) to a 7.1.4 speaker array (11 speaker channels)

· 4.5 WMOPS for rendering of PC metadata framework outputs (4 channels) to a 7.1.4 speaker array (11 speaker channels)
X.6.2.2
Complexity of reference HOA renderer

The HOA renderer performs 2 operations:

· The calculation of the panning gains (XYZ_to_Pan() function) has a complexity of approximately 60 OPs per object, and the XYZ_to_Pan() function is called once in each super frame. Hence, the complexity is negligible (less than 0.01 WMOPS per object)
· The mixing of the audio signals (nOut channels, where nOut is typically 4, 11 or 13) to the HOA output signals. This has a complexity of 4 x nOut x 16 KOPs/super-frame (assuming the HOA output is the 16-channel 3rd-order format). In the FOA (PC metadata framework) case, the mixer is trivial, because FOA is a subset of HOA. The total complexity will be approximately:

· 21.3 WMOPS for rendering of SPAR metadata framework outputs (13 channels) to 3rd-order HOA

· 0.1 WMOPS for rendering of PC metadata framework outputs (4 channels) to 3rd-order HOA (since no arithmetic operations are required, due to the trivial nature of the FOA to HOA conversion)
X.6.2.3
Complexity of reference binaural renderer

The reference binaural reference renderer of the metadata-assisted EVS coding framework is the Common Informative Binaural Renderer (CIBR), as defined in clause 4.5.1.2. This renderer consists of the following four components:

1)
ESD to HOA converter. 

2)
HOA domain rotator.

3)
HOA to Binaural decoder.

4)
Diegetic/Non-Diegetic content mixer.

There is no complexity evaluation (in ETSI wMOPS) available for these components. It is however possible to provide a qualitative complexity assessment. The maximum HOA order of 3 in the CIBR operation means that there is signal processing of a maximum of 16 component signals. The sampling rate of these signals is 48 kHz.

The ESD to HOA conversion is a mere matrix multiplication of the 16 component ESD sample vector with a 16-by-16 matrix. This can be achieved at low computational complexity. In a practical implementation of the metadata-assisted EVS coding framework, the ESD to HOA conversion is even not necessary and the complexity would be saved since the decoder generates a complete HOA3 representation of the audio signal rather than an ESD signal.

The HOA domain rotator is also realized by mere matrix multiplications of the B-format signal for roll, pitch and yaw. A complexity-reducing factor is that the rotation matrices contain a considerable number of zero elements. Thus, the rotation can be performed at low complexity. Considering the signal sampling rate of 48 khz and 16 component B-format signal, the complexity can be estimated to be in a ballpark range of 10-20 wMOPS. 

The HOA to Binaural Decoder operates by applying HRTFs, which are typically up to 256-points in length. These may be implemented efficiently using 16 forward-FFT and 2 inverse-FFT operations (for the conversion of the 16 HOA channels to 2 Binaural channels), each operating on blocks of audio samples of length 512, with a stride of 256. The complexity estimate will be approximately 30 wMOPS. 

On a more general level, the HOA to Binaural decoder of the CIBR is part of Google’s Resonance Audio SDK for relevant mobile operating systems like Android and iOS. As such, it can be assumed that its complexity is sufficiently low to allow for deployments on a broad range of mobile devices. 

The complexity of the diegetic/non-diegetic content mixer is negligible. It involves mere mixing of two binaural signals. 

Given the complexity estimates of the clauses above, the total complexity of the reference binaural renderer is estimated to be in the order of 50 mMOPS.

X.7
Default set of HRTF used for binaural rendering
The default set of HRTF used for binaural rendering is the default HRTF set of the CIBR. It is the KEMAR binaural head HRTF set from the SADIE database [28].
X.8
Interfaces for audio output to binaural headphones and loudspeakers
X.8.1
Headphone interface

The reference renderer provides 3rd-order HoA output for use with an external binaural renderer. The output of the renderer renderer shall be 16-bit linear PCM at 48kHz, in ACN channel order with SN3D scaling.

X.8.2
Loudspeaker interface

The reference renderer can be customized with FOA/HOA matrices and a custom object panning function to support arbitrary loudspeaker layouts. The audio output shall be 16-bit linear PCM at 48kHz sampling rate. The channel order is determined by the renderer matrices and panning function. Table X.8.2-1 lists the channel order for each loudspeaker layout for which matrices and panner data are provided in Annex C and Annex D of [20]. Channel names are given according to ITU-R BS.2051-1 [25].

Table X.8.2-1
	Loudspeaker Layout
	Channel Order

	5.1 (System B)
	M+030, M-030, M+000, LFE1, M+110, M-110

	7.1 (System I)
	M+030, M-030, M+000, LFE1, M+90, M-90, M+135, M-135

	5.1.4 (System D)
	M+030, M-030, M+000, LFE1, M+110, M-110, U+030, U-030, U+110, U-110

	7.1.4 (System J)
	M+030, M-030, M+000, LFE1, M+90, M-90, M+135, M-135, U+045, U-045, U+135, U-135


X.9
Interfaces for head tracking
The AmbiX Soundfield Rotator of the CIBR exposes the necessary interfaces for head tracking. Details are found in the AmbiX source code distribution [29].
X.10
External Renderer API
The decoder output interface defined in clause 5.2.2 of [20] provides the signals necessary to drive an external renderer. The function header for an external renderer function is defined in Pseudocode X.10-1. This interface provides maximum flexibility, as it allows a wrapper to an arbitrary external renderer to be constructed. The number of output channels nOut depends on the renderer output mode and is chosen by the external renderer as a configuration option. 
Pseudocode X.10-1
// // Render a single frame of SPAR-decoded audio

// input:   hoa_sig                (A frame of HOA PCM audio (4096 samples x nHOA channels))

//          obj_sig                (A frame of object PCM audio (4096 samples x nObj channels))

//          FOA_mode               (Boolean value that signals FOA or HiQ operation)

//          nHOA

           (Number of HOA channels)

//          nObj                   (Number of audio objects)

//          obj_xyz                (Matrix of object coordinates (3 x nObj))

// output:  audio_out              (A frame of rendered audio (4096 samples x nOut channels))

function audio_out = render_frame(hoa_sig, obj_sig, nHOA, nObj, obj_xyz)

Alternatively, the reference renderer given in subclause 5.2.3.6 of [20] can be customized with external render matrices and a handle to an external object panning function, as shown in that subclause. This enables customization of the reference renderer under the constraints that (1) object panning is constant through the duration of a frame, and (2) rendering of the FOA/HOA presentation is performed via matrix multiplication.

X.11
API to specify an external set of HRTFs used for binaural rendering

The Binaural decoder of the CIBR does not provide a straightforward method for using external HRTF sets. 

The HOA to Binaural decoder source code of Google’s Resonance Audio project is though prepared to create the data structures for storing the HRTF sets both during compile time and during run time. In the latter case, the HRTFs are read them from a wav file. 

It is not clear if or how this flexibility is realized in Google’s Resonance Audio SDK for relevant mobile operating systems (Android and iOS). However, an implementer would always be able to rely on the Resonance Audio source code and to port it to the respective target platform. This would then enable the possibility to access external sets of HRTFs at runtime.

X.12
Progressive download over HTTP

X.12.1
General

As an alternative to conventional streaming, a client may download, typically through HTTP, a media file that encapsulates continuous media and may play the media from the local storage. A PSS client shall support progressive download and playout of 3GP files 4 as specified in the remainder of this clause.

The media file encapsulating the continuous media is accessed directly by issuing one or more HTTP GET or partial GET requests to the referenced media file. An example of a valid URL is http://example.com/morning_news.3gp.

X.12.2
Progressive Download

Progressive download uses normal HTTP download using HTTP GET or partial GET requests. The differences between regular download and Progressive Download are that 1) the content may be authored as progressively downloadable, and 2) the terminal recognises that the content is suitable for progressive download. A client downloading continuous media may decide to start playout of the encapsulated media data before the download of the media file is completed.

X.12.3
MIME type signaling for MAEC audio files

UEs consuming content provided in the 3GP file format expect to identify the content based on the MIME type of the 3GP file in order to accept or reject content (see [18]). [19] provides an ability to additionally signal profile and codec parameters and may be considered to be used in this context as well.

If the codecs parameter is used for signalling MAEC, it shall be set as specified in clause 6.3.5.

*************** END OF MODIFIED CLAUSE***************
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