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1 [bookmark: _Toc500433706][bookmark: _Toc514340879]Introduction

[bookmark: _GoBack]This is a modified version of AHEVS-439 [4], based on the discussion at the teleconference May 24th. In section 4, recent progress reported in [5], which was submitted to SA4#99, is taken into account.

Within “Study on EVS Float Conformance Non Bit-Exact”, the loudness estimation portion of ITU-R BS.1387-1 music quality predictor PEAQ [1] has been proposed and documented in TR 26.483 clause 5.3.3 Maximum Loudness Difference [2]. This is a useful addition to the toolset in the TR, but some improvements are suggested in the present document.

Absolute level calibration is essential for loudness models. At SA4 #98, there was no information about which presentation level was assumed in the tests. The PEAQ specification uses a default scaling according to the following:
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Figure 1 Excerpt from BS.1387-1.
We may assume that “full scale input” should in this context be understood as the instantaneous max level is Lmax.

Table 1 Acoustic and digital file levels
	
	Acoustic peak level
	Acoustic RMS level
	Digital RMS level

	Max pure tone
	Lmax dBSPLpeak
	Lmax-3 dBSPL
	-3 dBov

	-26 dBov “nominal” level
	
	Lmax-26 dBSPL
	-26 dBov

	1 sone pure tone 1 kHz
	
	40 dBSPL
	40-Lmax dBov



Using default values:
Table 2 Acoustic and digital file levels, example of Lmax=92 dBSPL
	
	Acoustic peak level
	Acoustic RMS level
	Digital RMS level

	Max pure tone
	92 dBSPLpeak
	89 dBSPL
	-3 dBov

	-26 dBov “nominal” level
	
	66 dBSPL
	-26 dBov

	1 sone pure tone 1 kHz
	
	40 dBSPL
	-52 dBov




For the EVS codec standardization, acoustic presentation levels were set to 73 or 79 dBSPL for a digital level of ‑26 dBov, as detailed below. We assume that any conformance test relying on auditory models should assume a similar relation between digital and acoustic levels. At least, the acoustic level should not be assumed to be lower, for a given file level.

If using the default Lmax of 92 dBSPL for the ITU-R loudness model, we arrive at 66 dBSPL for ‑26 dBov. This is fairly low for the purposes of FS_EVS_FCNBE. The reason for the specified default Lmax for PEAQ is likely that a different level of the content is assumed in its context (e.g. “produced” music files).

One consequence of setting a too low Lmax value is that audible low-level signals are estimated as inaudible. Within the present work item, it means the tool could be less sensitive.

To select a presentation level, we note:
· Commonly used reference levels which were also used in the EVS development:
· monotic presentation 79 dBSPL
· diotic presentation 73 dBSPL
· For a mobile phone in handset or headset mode at maximum volume (assuming wideband RLR=‑13dB and flat diffuse-field corrected frequency response), the expected level is 95.5 dBSPL, for nominal -16 dBm0 input, see section 3.2 of S4-180055 [3]. This will however be perceived as very loud in the case of diotic presentation. Also, significantly raised volume controls is often associated with background noise which would work as a masker.
· For a mobile phone in headset mode at nominal volume (RLR=8 dB) the expected level is 74.5 dBSPL, for nominal -16 dBm0 input

If we restrict to assuming diotic presentation and nominal level, it seems suitable to select 74.5 dBSPL. If we include a “safety margin” and assume a somewhat raised level above nominal (while still realistic for close-to-silent condition listening), we could select 74.5+X dBSPL, where X is e.g. 6 dB.

Table 3 Acoustic and digital file levels, example of Lmax=106.5 dBSPL
	
	Acoustic peak level
	Acoustic RMS level
	Digital RMS level

	Max pure tone
	106.5 dBSPLpeak
	103.5 dBSPL
	-3 dBov

	-26 dBov “nominal” level
	
	80.5 dBSPL
	-26 dBov

	1 sone pure tone 1 kHz
	
	40 dBSPL
	-66.5 dBov




It is the understanding of the source that the bulk of calculations in PEAQ are independent between left and right channels, and no loudness left/right summation is performed. It is not clear how it has been implemented, but assuming that PEAQ applies the referenced Zwicker model “as is” to each channel, we should not sum the loudness contributions from left and right channels.
2 [bookmark: _Ref514339843][bookmark: _Toc514340880]Suggested procedure for determining Lmax

To avoid uncertainties of the scaling:

1. Select assumed acoustic presentation level 80.5 dBSPL for -26 dBov
2. Construct a mono calibration file with a 1 kHz pure tone representing 40 dBSPL (r.m.s. ‑66.5 dBov)
3. Repeat until the loudness model gives 1 sone for each channel:
a. Measure the loudness with the calibration file
b. Adjust Lmax 

Use this Lmax  for testing and document it together with results.
3 Proposals

Documentation
As a minimum, it should be documented in TR 26.483:
· which Lmax value that was used to obtain the results of the TR
· the procedure in clause 2
· a recommended Lmax value
· how the implementation of the loudness portion of PEAQ shall be done, especially w.r.t. treatment of left and right signals, potential separate loudness values obtained for each channel, and in general avoid any ambiguity

Example results in TR, using appropriate Lmax
Even better, the tests documented in the TR clause 5.3.3 could be re-run with an Lmax value obtained as described in section 2. It is not clear how large differences would be observed, but it would seem appropriate to address this issue now, rather than later.

Availability and unambiguity of the tool
Concerns raised at the teleconference May 24th have now been addressed, see 4.
 
Alternatively, the loudness predictor could be changed to the more up-to-date ISO 532-1, which has published code.

Specific loudness tool
Depending on how sensitive a tool is desired for a certain purpose, an additional tool could be added, based on specific loudness, as a way to perform critical band-based analysis.

The already described loudness method could be used, but instead of aggregating to a total loudness value, each critical band is used separately, adding one dimension (time, critical band, spec. loudness). This would enable more sensitive testing, similar to the spectral distortion tool, but avoid flagging differences that would be imperceptible due to masking (if desirable).

Usage of tools
When selecting tools, it should be noted that they answer different questions;
· Bit-exact: “Is there any difference at all in the resulting signal?”
· SNR, RMS error, spectral distortion: “How large is the difference?”
· Specific loudness: “Do we predict any audible difference?”[footnoteRef:1] [1:  Strictly speaking, the question about audible difference is of course more complicated than just comparing specific loudness segment-per-segment. But the critical-band analysis is at least a perceptually motivated method.] 

· MOS-LQO: “Do we predict any quality difference”?
· Loudness: “Do we predict any loudness difference”?

It can also be noted that segment-by-segment analysis is applied but the smallest possible size of segments differs between methods.
4 [bookmark: _Ref518767282][bookmark: _Ref518768125]Recent progress and remaining point

Tdoc S4-180820 [5] submitted to SA4#99 reports on recent progress w.r.t. mentioned matters:

· Tests have been run with some of the ideas presented in AHEVS-439 as well as earlier in this document, see [5]
· The availability of the tool will likely be solved, see [5]
One remaining discussion point is whether a delta-sone value is meaningful, a ratio between sone values may be more suitable. A difference of 5 sones can subjectively be significant at low levels but insignificant at high levels. A ratio of 5 always represents “five times as loud”. However, the ratio method could potentially lead to issues, if there are segments where the absolute loudness is close to 0 sones. It may be advisable to omit such omit segments from the analysis.
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2.2.3 Setting of playback level

The scaling factor for the input is calculated from the assumed playback level of a full scale input
signal by:

10Lmax /20
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In case the exact playback level is unknown, it is recommended to set L, to 92 dBgpr..




