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1 Introduction

One of the objectives of the E-FLUS WID [1] is: “Specify the necessary control plane functionality to support downstream media distribution, via 3GPP MBMS or PSS networks, by the network-based FLUS sink which had previously received the uplink media content from the FLUS source.” Rel-15 TS 26.238 does not contain description on the possible use of MBMS distribution by the network when the uploaded live media content is initially terminated on a network-based FLUS sink. Although TS 26.238 does include a section (clause 4.2.3) on PSS-based distribution of uplink streamed media, the included content is rather minimal, showing only a high-level architecture diagram but lacking descriptive text.

To determine the appropriate delivery method (broadcast or unicast, via MBMS or PSS) by the network to recipient UEs of the live uplink content, besides making use of the FLUS session resource properties, the mobile operator should be able to obtain or derive additional information about the uploaded content or its source. That information might include, for example, key characteristics of that content, such as perceived or actual reception demand, location of the sender and/or viewer(s), permissible end-to-end delivery latency, and/or other service quality metrics such as targeted data rate or error rate. Additionally, unicast network load information may be useful in the selection of the downlink distribution method. With regards to determining the demand or popularity of the uploaded content, the operator’s decision on whether to employ MBMS or PSS delivery of the uploaded content is expected to rely on functionality or mechanisms similarly to that used in MooD.
This DP discusses key considerations and enablers for operator selection of the most suitable mode of downlink distribution to recipient UEs of the live uplink content.
2 End-to-End System Architectures
Figure 1 below is the sole architecture diagram in TS 26.238 containing any illustration of downlink distribution of the uplink streaming content. As mentioned above in Sec. 1, that architecture is specific to PSS-based downlink distribution of such uplink content.
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Figure 1: Uplink Streaming for PSS Distribution (copied from TS 26.238)
While Figure 1 might be technically accurate for the case that uploaded media content to network-based FLUS sink is intended to be strictly delivered to recipient UEs via PSS, a more generic architecture, supporting also broadcast content distribution via MBMS, is suggested in Figure 2.
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Figure 2: Generic FLUS Architecture for Downlink Distribution
The main differences from Fig. 1 as shown in Fig. 2 are the inclusion of a “Distribution Selection” function in the network, and alternatives for downlink delivery via unicast/PSS or broadcast/MBMS. Based on inputs regarding QoS requirements for the downlink delivery (e.g. data rate, latency), content popularity information (predicted or measured demand for the upstreamed media content), sender or recipient location, and possibly other analytics data (e.g., estimated audience size, based on correlated location and viewership history), that function may perform static (i.e. pre-configuration) or dynamic selection (e.g. in a manner similar to MooD) of the downlink delivery method – via unicast/PSS or broadcast/MBMS. In the use of either PSS or MBMS delivery, it is assumed that the media content format is 3GP-DASH as defined in TS 26.247. While it could be considered that such distribution selection is a subset of the “Processing” function as shown in the diagram, such network processing functionality in a FLUS system, as described in TS 26.238, is specific to media processing, formatting and combining
, as opposed to transport mode evaluation and selection. It is also highlighted in Fig. 2 that the FLUS source (in conjunction with the capture device) could be a subscriber to a live uplink streaming (‘LUS’) service provided by either an MNO or a 3rd-party service provider. 
Figure 3 expands Fig. 2 by depicting additional details and options in the provisioning of control information, originating from a 3rd-party provider or an entity within the MNO network, to the Distribution Selection function, and illustrates the downstream network and UE functions associated with PSS and MBMS based downlink distribution (and reception) of the uplink streaming content. In the event that the input metadata to Distribution Selection (as shown on the right side of this entity in Fig. 3) comes from a 3rd-party LUS service (e.g. Facebook Live [2] or YouTube Live [3]), it could be sent over the xMB interface
, whose functionality may need to be extended to support carriage of necessary, but currently missing parameters.
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Figure 3: Detailed FLUS Architecture for PSS or MBMS Downlink Delivery via Distribution Selection

3 Determination of Downlink Delivery Method 
As shown in Fig. 3, the configuration of the downlink delivery method by the Distribution Selection function may be performed statically or dynamically.

In the static configuration case, the Distribution Selection function pre-determines the downlink delivery method based on forecast of the reception demand, across different service areas, of the media content. Such information could be derived, for example, by using predictive analytics methods based on historical consumption data or statistics, knowledge of the “following” among recipients to a particular sender by the number of subscriptions to that sender’s “channel”, and/or other types of data. Note that in a recent Facebook Live study [4], over a 25-day period for which statistics were recorded for 6.5 million Facebook Live video posts (also called “broadcasts”) by 3.29 million unique senders and viewed by a peak of 62 million users, it was found that overall, 8% of viewers of these posts are located within 25 km of the sender, i.e., at a city-level locality). As a simple example, for contents originating from certain “popular” senders, it may be desirable to always employ broadcast delivery to achieve expected network capacity efficiency gain over unicast distribution, whereas unicast/PSS is used for the distribution of contents uploaded by other senders. It should be noted that in the context of OTT-based LUS service offerings such as Facebook Live and YouTube Live, social feedback from viewers in the form of likes, shares and comments is also considered as representative of content popularity. However, from the E-FLUS perspective, those metrics are not as directly indicative of implied downlink network traffic load as compared to viewership count. According to [4], for watched videos with social engagement (likes, comments and shares), such engagements typically occur mostly after the live upstreaming event has transpired as opposed to during the event. In other words, social engagement with video content in Facebook Live (and as corollary, similar 3rd-party LUS service offerings such as YouTube Live) is indicative of the prevalence on-demand based rather than live viewing of those services.
In the dynamic configuration case, the Distribution Selection function decides on the delivery method for a given sender in a dynamic manner, based on real-time measurement information of consumption by mobile recipients (UEs) in an analogous manner to MooD. Such measurement would be performed by the business entity acting as the LUS service provider – the mobile operator or a 3rd-party entity providing an OTT-based LUS service. The use of real-time demand measurement method is likely to only be applicable to uploaded contents for which the LUS sender does not have an extremely low end-to-end (i.e., UE-to-UE) delay preference. Taking the example of YouTube Live, whereby the sender of live streams can choose between three different delay settings: “Normal latency”, “Low latency” and “Ultra-low latency” [5], which offer trade-offs between viewing quality (considering not only resolution, but also smoothness or continuity of playout) and reception delay, it is likely to be only possible to employ real-time measurement of reception statistics when Normal latency mode is selected.
 In real-time demand measurement, the same methods as defined for MooD could be applied, such as the use of consumption reporting and signaling via MooD headers, when the LUS service is natively provided by the mobile operator.
The likelihood that the provider of a 3rd-party LUS service, such as Facebook Live or YouTube Live, wishes to rely on the mobile operator to handle downlink delivery of user-generated streaming content may be highest for a venue-based event, such as a football game or a rock music concert. In such environments, the 3rd party provider might expect or has determined that one or more of its users will/to be uploading video pertaining to his/her presence at the live event, and furthermore, predicts/knows that a sizeable number of its users will be/are present at the same venue (e.g., stadium or concert arena) with interest in watching such content. Such viewership could be attributed to “buddies” of the sender, or affinity group members (e.g., local followers of a sports team, or fan club members of a music performer) interested in watching user-generated live footage at the venue. Assume in this case that the 3rd party provider has established business agreement with the mobile operator such that venue-related uplink media streams collected by the 3rd-party’s network server will be routed to the Distribution Selection function for downlink delivery over a 3GPP network, along with one or more of the following types of information associated with each content item:

· data on the popularity of the content (measured or predicted);

· location of the content sender;

· location of the expected viewers of that content;

· latency objective for the downlink delivery;

· number of expected viewers who are subscribers of the operator’s cellular service.

The mobile operator will then use the above information to decide whether a given content item should be delivered to the viewers via unicast/PSS or broadcast/MBMS. As indicated previously, the configuration of the download delivery method could be performed statically or dynamically based on expected or actual demand.
As mentioned earlier, 3rd-party originated user and control plane data might be carried over the xMB interface, by considering the Distribution Selection function to be part of the BM-SC, to assist the mobile operator in deciding whether to employ unicast or broadcast distribution of the media content to UEs. The operator may choose to employ MBMS delivery to one or more specific geographical areas (for example, inside the stadium/arena of the venue-based event, its immediate surroundings which may include the entire nearby city) and possibly during one or more future time intervals, based on indication (expected or actual) of both live and time-shifted viewing demand for a given uploaded media content item from recipients located in those areas.
4 Summary and Recommendation
This document discusses considerations and methods in selecting the method for downlink delivery, i.e., unicast or broadcast via PSS or MBMS, to recipient UEs, of streaming content that is initially uploaded to a network-based FLUS sink. A Distribution Selection function, as described in Sections 2 and 3, is expected to process incoming metadata such as popularity information, QoS requirements and possibly other metrics in performing its task. The sender of that metadata is expected to be the provider of the live uplink streaming service, which could be a mobile operator or a 3rd-party entity. The determination of the distribution method for a given uploaded content item may be performed in a static or dynamic manner based on various factors, for example, predictive or actual/real-time measurement information on the number of recipients, possibly by geographic locations, other analytics data, and QoS requirements. In the use of dynamic selection of the downlink delivery method, especially for a mobile operator provided LUS service, the enablers and operational mechanisms for such actual demand-based selection are expected to be similar to those employed for MooD. In addition, in case the media content for 3GPP downlink distribution originates from a 3rd-party LUS service provider, xMB could represent the interface for user plane content ingestion as well as control plane content transfer between the 3rd party server and the Distribution Selection function (subject to SA4 discussion on the suitability of xMB for serving as the 3rd-party to MNO network interface). If xMB is determined to be suitable, its functionality will need to be extended to support new session resource parameter, such as popularity metrics.
It is recommended that SA4 reach agreement on the modified FLUS architecture as described in this document, in particular, the addition of the Distribution Selection function and the metadata inputs to this function. Furthermore, SA4 should discuss the suitability of xMB to serve as the user plane and control plane interface between a 3rd-party LUS service provider and the MNO.
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� As defined in TS 26.238 [2], Processing function/capabilities in the network comprise a) supported input formats, codecs and codec profiles/levels, resolution, frame rates, b) transcoding with formats, output codecs, codec profiles/levels, bitrates, etc., c) reformatting with output format, and d) combination of input media streaming, e.g. network-based stitching, mixing, etc.


� Formally, the xMB interface resides between the 3rd party content server and the BM-SC. In the FLUS architecture proposed in this document, the intended MNO-side endpoint of xMB is the Distribution Selection function, operating as a controlling, front-end function to the Distribution Server which could be a PSS Server or a BM-SC.


� In YouTube Live Normal latency mode, while typical delay from content sending to reception is in the order of 30 to 45 seconds, it provides the highest video resolution (4k) and least likelihood of playback buffering. It is designed for use when the sender does not intend to interact with his/her audience. On the other extreme, the Ultra-low latency mode can ensure 2-sec or less e2e delay and is tailored for highly interactive live streams (i.e., support for real-time social engagement). However, the downside of low delay is higher probability of stalls during playback, as well as in this mode, only 1080p resolution is supported (vs. 4k in Normal latency mode).
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