TSG SA4#98 meeting
Tdoc S4-180607
9-13 April 2018, Kista, Stockholm, Sweden

Source:
EVS SWG Secretary (ORANGE)
Title:
Draft report from SA4#98 EVS SWG
Document for:
Approval

Agenda Item:
13.1
Executive Summary
The EVS SWG (30 participants) met in 5 time slots including joint sessions with SQ (not counting joint sessions with MTSI or Video). All input documents were covered. The SWG meeting handled 29 documents (including agenda versions, input and output documents at this meeting) and the meeting summary is provided below:
· Maintenance: Rel-12/13/14 CRs to TS 26.442, 26.442, 26.444 were agreed and the corresponding updated source codes were presented for information.
· Liaison: An LS to ITU-T SG12 on updated fixed-point basic operators was agreed (see S4-180584).
· IVAS: Inputs on design constraints cover were discussed and the IVAS-4 P-Doc was updated to v.0.04 (see S4-180605). The EVS SWG Chairman provided a draft version of the LoI and IVAS codec candidates were invited to review it.
· FS_EVS_FCNBE: Two inputs proposing additional considerations and a new encoder tool (based on a loudness metric) were discussed and resulted in a pCR to TR 26.843 that was agreed (see S4-180595). The revised TR including a cover page was agreed and will be sent for information to SA (see S4-180597). The time plan was updated (see S4-180581) to indicate a targeted finalization of the TR in the next SA4 meeting.
· Proposed new WID on Alt_EVS_FX: A new WID on alternative fixed-point EVS implementation was agreed (see S4-180583).
1 Opening of the session: April 10, 11:03 (local time)
The EVS SWG Chairman, Mr. Imre Varga (Qualcomm), opened the meeting.

Minutes were taken by the EVS SWG Secretary.
2 Registration of documents
The EVS SWG Chairman displayed a revision of the list of documents in S4-180327 allocated to A.I. 7 for SA4#98.  The agenda was later revised in S4-180606.
The EVS SWG Chairman suggested going in sequence, except that the LS in A.I. 7.4 could be discussed together with related WID. He indicated that there was a request to start FLC earlier to have an opportunity to revise documents during the meeting. Mr. Fabrice Plante (Intel) suggesting starting FLC on April 11 (morning) and it was clarified that FLC would be handled starting at 11:00.
There was no preference to start with CRs or Basop, so the session started with CRs.
3 CRs to Features in Release 14 and earlier 
Mr. Stefan Doehla presented S4-180430 CR 26.442-0026 Corrections to EVS Fixed-Point Source Code (Rel-12), from Ericsson LM, Fraunhofer IIS, Huawei Technologies Co. Ltd, Nokia Corporation, NTT, NTT DOCOMO, INC., ORANGE, Panasonic Corporation, Qualcomm Incorporated, Samsung Electronics Co., Ltd., VoiceAge and ZTE Corporation
It was clarified that the support for Visual Studio 2008 will end on April 10 2018 (i.e. tomorrow), and it is proposed to move to a newer version of Visual Studio.

Comments / questions:
The EVS SWG Chairman invited to explain the seriousness of changes, as one may not understand from the CR cover page if changes are essential or cosmetic. He noted that the CR comes years after EVS completion, so this would be useful information.

The SA4 Secretary noted that the corrections must be essential correction for category F.
Mr. Stefan Doehla (Fraunhofer) clarified that all issues fixed in the CR have been evaluated. Some corrections like the shadowing behavior of variables could be considered cosmetic and bit-exact but they remove some warnings. He stated that in general it is a bad behavior if the reference code shows warnings, as it could suggest some laziness during development. He added that such warnings would have to be fixed in future, and new compilers like VS2017 might trigger more warnings, so it should be in the interest of 3GPP to have proper source code showing high quality with no warnings. He clarified that in some cases, like bitstream fuzzing, undecided behavior like crashes could occur and it should be in the common interest of 3GPP to address those issues.
Mr. David Singer (Apple) asked if these changes are bit-exact to the current code, and if they change reference streams. Mr. Stefan Doehla (Fraunhofer) clarified that a new set of test vectors is proposed at this meeting, because some changes are not bit exact, but tests were performed to ensure that interoperability is not affected.
Mr. David Singer (Apple) commented that an implementation conformant to the previous code would not be conformant to this version. Mr. Stefan Doehla (Fraunhofer) confirmed that this would be the case, for each version inside a release there are corresponding test vectors, and this is the reason why an update is provided for test vectors. He recalled that the common practice is to handle issues in EVS code in this way.
The EVS SWG Chairman highlighted that there will be a corresponding update of test vectors. The SA4 Secretary noted that there are EVS-capable smartphones that will not be modified; he asked if there would be an interoperability issue. He stated that one needs a good reason to have the CR approved, as the fundamental issue is to go back to Rel-12. Mr. David Signer (Apple) was worried that CRs always go back to Rel-12, and code is no longer bit-exact and one could lose conformance. He stated that there would not be concerns if the CR was for Rel-15 or ahead.
Mr. Jon Gibbs (Huawei) stated that this depends on the responsibility of EVS developers, and if they find a bug for Rel-12, this would not say a terminal is not compliant, but it would be irresponsible, to let Rel-12 terminals use the old code, and the impact would only be on new Rel-12 UE that could use the best code. Mr. David Singer (Apple) agreed with this view but he had concerns if a vendor has already built Rel-12 UEs, which would imply that operator gets terminal that is not conformant.
The EVS SWG Chairman noted that the exact EVS version counts, not just the release, for example a UE can have EVS 12.3.0, and a new UE may have 12.10.0 which is the same new version also available in Rel-13 and Rel-14. Mr. David Singer (Apple) commented that one has to make sure not to put people in awkward situation. Mr. Jon Gibbs (Huawei) clarified that this was not the intention.

Mr. Stefan Doehla (Fraunhofer) stated that the version number (c in version of the form a.b.c) is something to look at when comparing to test vectors, and it was carefully checked that those match. He added that interoperability was also checked, so if a terminal that implements 12.6.0 would interoperate and sensible EVS operation can be ensured.
The EVS SWG Chairman concluded that everything was clarified, and he asked if the group could agree on this CR. Answer: yes.
Conclusion:

S4-180430 was agreed. This CR will go to A.I. 14.11.
Mr. Imre Varga presented S4-180431 CR 26.442-0027 Corrections to EVS Fixed-Point Source Code (Rel-13), from Ericsson LM, Fraunhofer IIS, Huawei Technologies Co. Ltd, Nokia Corporation, NTT, NTT DOCOMO, INC., ORANGE, Panasonic Corporation, Qualcomm Incorporated, Samsung Electronics Co., Ltd., VoiceAge and ZTE Corporation
Comments / questions:

None.
Conclusion:

S4-180431 was agreed. This CR will go to A.I. 14.11.
Mr. Imre Varga presented S4-180432 CR 26.442-0028 Corrections to EVS Fixed-Point Source Code (Rel-14), from Ericsson LM, Fraunhofer IIS, Huawei Technologies Co. Ltd, Nokia Corporation, NTT, NTT DOCOMO, INC., ORANGE, Panasonic Corporation, Qualcomm Incorporated, Samsung Electronics Co., Ltd., VoiceAge and ZTE Corporation
Comments / questions:

None.
Conclusion:

S4-180432 was agreed. This CR will go A.I. 14.11.
Mr. Stefan Doehla presented S4-180433 CR 26.443-0022 Corrections to EVS Floating-Point Source Code (Rel-12), from Ericsson LM, Fraunhofer IIS, Huawei Technologies Co. Ltd, Nokia Corporation, NTT, NTT DOCOMO, INC., ORANGE, Panasonic Corporation, Qualcomm Incorporated, Samsung Electronics Co., Ltd., VoiceAge and ZTE Corporation
It was recalled that the version of floating-point code is one number lower than for fixed-point code (as float was approved one SA plenary later). The same conversion to Visual Studio 2017 was performed with this CR.
Comments / questions:

None.
Conclusion:

S4-180433 was agreed. This CR will go to A.I. 14.11.
Mr. Imre Varga presented S4-180434 CR 26.443-0023 Corrections to EVS Floating-Point Source Code (Rel-13), from Ericsson LM, Fraunhofer IIS, Huawei Technologies Co. Ltd, Nokia Corporation, NTT, NTT DOCOMO, INC., ORANGE, Panasonic Corporation, Qualcomm Incorporated, Samsung Electronics Co., Ltd., VoiceAge and ZTE Corporation
Comments / questions:

None.

Conclusion:

S4-180434 was agreed. This CR will go to A.I. 14.11.
Mr. Imre Varga presented S4-180435 CR 26.443-0024 Corrections to EVS Floating-Point Source Code (Rel-14), from Ericsson LM, Fraunhofer IIS, Huawei Technologies Co. Ltd, Nokia Corporation, NTT, NTT DOCOMO, INC., ORANGE, Panasonic Corporation, Qualcomm Incorporated, Samsung Electronics Co., Ltd., VoiceAge and ZTE Corporation
Comments / questions:

None.

Conclusion:

S4-180435 was agreed. This CR will go to A.I. 14.11.
Mr. Stefan Doehla presented S4-180436 CR 26.444-0018 Update of test vectors for the EVS codec (Release 12), from Ericsson LM, Fraunhofer IIS, Huawei Technologies Co. Ltd, Nokia Corporation, NTT, NTT DOCOMO, INC., ORANGE, Panasonic Corporation, Qualcomm Incorporated, Samsung Electronics Co., Ltd., VoiceAge and ZTE Corporation
It was clarified that test vectors will be provided to the SA4 Secretary at this meeting and can be shared to any interested parties and these are the test vectors associated to the previously agreed CRs to fixed-point source code.

Comments / questions:

None.

Conclusion:

S4-180436 was agreed. This CR will go to 14.11.
Mr. Imre Varga presented S4-180437 CR 26.444-0019 Update of test vectors for the EVS codec (Release 13), from Ericsson LM, Fraunhofer IIS, Huawei Technologies Co. Ltd, Nokia Corporation, NTT, NTT DOCOMO, INC., ORANGE, Panasonic Corporation, Qualcomm Incorporated, Samsung Electronics Co., Ltd., VoiceAge and ZTE Corporation
Comments / questions:

None.

Conclusion:

S4-180437 was agreed. This CR will go to A.I. 14.11.
Mr. Imre Varga presented S4-180438 CR 26.444-0020 Update of test vectors for the EVS codec (Release 14), from Ericsson LM, Fraunhofer IIS, Huawei Technologies Co. Ltd, Nokia Corporation, NTT, NTT DOCOMO, INC., ORANGE, Panasonic Corporation, Qualcomm Incorporated, Samsung Electronics Co., Ltd., VoiceAge and ZTE Corporation
Comments / questions:

None.

Conclusion:

S4-180438 was agreed. This CR will go to A.I. 14.11.
Mr. Stefan Doeha presented S4-180439 Composite ZIP of proposed EVS Fixed-Point Source Code v12.11.0 / v13.6.0 / v14.2.0, from Ericsson LM, Fraunhofer IIS, Huawei Technologies Co. Ltd, Nokia Corporation, NTT, NTT DOCOMO, INC., ORANGE, Panasonic Corporation, Qualcomm Incorporated, Samsung Electronics Co., Ltd., VoiceAge and ZTE Corporation
It was noted that this package is only going in force once the CRs are approved at SA level, therefore there are provided for information only. It was also pointed out that Visual 2017 is now required.
Comments / questions:

The EVS SWG Chairman highlighted the code is the same across Releases.

The SA4 Secretary requested to provide this Tdoc to A.I. 14.11.
Conclusion:

S4-180439 was noted. This Tdoc will go to A.I. 14.11.
Mr. Stefan Doehla presented S4-180440 Composite ZIP of proposed EVS Floating-Point Source Code v12.10.0 / v13.6.0 / v14.2.0, from Ericsson LM, Fraunhofer IIS, Huawei Technologies Co. Ltd, Nokia Corporation, NTT, NTT DOCOMO, INC., ORANGE, Panasonic Corporation, Qualcomm Incorporated, Samsung Electronics Co., Ltd., VoiceAge and ZTE Corporation
Comments / questions:

None.

Conclusion:

S4-180440 was noted. This Tdoc will go to A.I. 14.11.
It was pointed out that with the change from Visual Studio 2008 to Visual Studio 2017 encoder and decoder outputs are a bit different, which should be taken into account by implementers.
4 Liaisons from other groups/meetings
Mr. Tommy Vaillancourt presented S4-180446 DRAFT LS to ITU-T SG12 on updated fixed-point basic operators, from VoiceAge Corporation, Cadence Design Systems Inc.
Comments / questions:

The SA4 Secretary stated that he has contacted and talked with the ETSI legal adviser, given that 26.973 is a 3GPP specification, and there are no legal issues to provide the new basic operators to the new STL github for possible inclusion in the next version of the STL.
The EVS SWG Chairman stated that one practical matter is who would implement this to github.
Mr. Tommy Vaillancourt (VoiceAge) stated that Cadence is already looking into it with ITU-T people.
The EVS SWG Chairman commented that the group would have to look at the WID to check dates.

The WID in S4-180449 and the draft time plan in S4-170450 were presented (see A.I. 7 in the present report). Then, back on S4-180446, the EVS SWG Chairman noted that there was text in brackets. Mr. Jon Gibbs (Huawei) suggested formulating that a WID is developed in SA4.
The SA4 Secretary noted that the WID will be attached, and it would be good to indicated that this WID may be changed to SA, and the text should say that the WID will be sent to SA plenary for approval.
Conclusion:

S4-180446 was revised to S4-180584. 
Later, Mr. Jon Gibbs presented S4-180584 DRAFT LS on updated fixed-point basic operators (To: ITU-T SG12), from TSG SA WG4
Comments/questions:

The SA4 Secretary asked if the intention was to attach the WID, noting that usually if the LS mentioned a document it should be attached to the LS.  Mr. Jon Gibbs (Huawei) clarified that this was not the intention. The SA4 Secretary stated that he would go to the next SG12 meeting and he offered to explain the context and provide them with the WID.

The EVS SWG Chairman emphasized that the purpose of addressing the WID in the LS is not just for ITU-T to update basops but also indicate to ITU-T that 3GPP SA4 wants to use the new set.
Conclusion:

S4-180584 was agreed. This Tdoc will go to A.I. 12.
5 IVAS_Codec (EVS Codec Extension for Immersive Voice and Audio Services)          
Mr. Jon Gibbs presented S4-180447 IVAS Design Constraints Proposal, from Huawei Technologies Co. Ltd.
Comments / questions: 

Mr. Andre Schevciw (Qualcomm) commented on the proposed renderer motion to sound algorithmic delay requirement and he asked if this implied that the motion sensing and head tracking is going all the way to decoder or if this includes simply the head tracker to the renderer itself.
Mr. Jon Gibbs (Huawei) clarified that the detection of motion would be outside, and the delay would account for the time from renderer being told the position changed to where to render the sound at that location, and this could be seen as the response time of the renderer to a change of head position, which does not include detection.
Mr. Andre Schevciw (Qualcomm) stated that this was not a function of the IVAS decoder, and if the system was similar to the concept of rendering to virtual loudspeakers, this would be a property of the renderer itself.
Mr. Jon Gibbs (Huawei) recalled that the IVAS codec candidates come with a renderer in order to evaluate codec proposals against one another, and they should have a render included. He stated that those renderers need to meet this algorithmic delay so as to compare them on an apple-to-apple basis.
Mr. Stefan Bruhn (Dolby) commented on the text parts where Dolby is mentioned as company opposing EVS interoperability, and he stated that this is a misrepresentation that Dolby is against EVS interoperability. He recalled that in SA4#97 Dolby had an input discussing different ways to achieve EVS interoperability and the concept of EVS interoperability was not challenged, and two possibilities to achieve interoperability were pointed out. He commented that, when it comes to including EVS into IVAS, EVS comes at a high cost for implementations, this cost does not go away if working agreements are applied, and it will make the codec less attractive than desirable, this is a decision to be taken by the group. He explained that in Fukuoka there was good discussion between Dolby, Huawei, Panasonic, and NTT where these companies came close to a compromise, by the compromise proposal failed because there was again another company that was against it, while at the same time Dolby was trying to get discussions in good faith for offline progress. He stated that, as indicated in offline discussions in Fukuoka, Dolby is not against and would not oppose EVS interoperability, he just pointed at the price. He stated that the allowance of additional mono modes for certain use cases is a completely different topic, and noted that the IVAS WID had nothing saying that mono coding modes that would not be EVS interoperable are forbidden. He added that it is legitimate for Dolby to make proposals while motivating with the conferencing use case the need for low complexity conferencing modes including mono operation. He commented on the suggested requirement that "EVS be shall be used when input is simple mono signal without spatial metadata" and he stated that this source did not motivate why it has to be that exclusive, and one could speculate what motivations are from an EVS codec proponent, but the technical motivation behind this were not clear. He commented on the suggested requirement on EVS embeddness in case of stereo coding, and he was not sure to understand it. He stated that Dolby was not against certain modes where EVS codec is embedded in bitstream, and Dolby would like to see modes where even other mono decoding possibilities are possible without decoding the full multichannel bitstream, but one should check if this is an exclusive way to have always mono downmix possibilities.
The EVS SWG Chairman referred to first paragraph of this document where there is a statement that IVAS is an extension of the EVS codec, and he asked what was Dolby's interpretation of this basic principle.
Mr. Stefan Bruhn (Dolby) stated that IVAS is an extension of EVS, because IVAS can start from a code base with various tools (e.g. ACELP, MDCT coding tools) that form a very good basis to make further developments. He stated that based on tools included in EVS, it is fully possible to design codec modes that would either be joint stereo modes that would also have some kind of coding of a downmix channel that is not EVS. He commented that being an extension of the EVS codec does not imply that all mono coding need to be EVS bit-exact.

The EVS SWG Chairman invited the group to discuss this particular aspect, before getting to other parts.
Mr. Jon Gibbs (Huawei) stated the he may have wrongly characterized the position from Dolby and apologized for overstating disagreements. He clarified that the issue of Huawei with additional mono modes is the confusion for deployment of EVS, which is not universally deployed, and the confusion that a successor technology to EVS would lower the rate / distortion performance compared to existing EVS modes. He noted that zero-state strategy will reduce performance and EVS should be used wherever mono is exposed, without other modes. He stated that the fundamental disagreement with Dolby is on the consensus of this group reading of this situation and he stated that most companies do not want to entertain lower complexity mono modes.
Mr. Stefan Doehla (Fraunhofer) recalled that Fraunhofer had an input in Albuquerque that also stated that the IVAS WI extends EVS but does not replace EVS. He added that the EVS codec is not yet settled in the market; therefore Fraunhofer shares the concern that modes competing with current EVS are something that might not be in the industry interest.
The EVS SWG Chairman noted that Panasonic and NTT had an input on this topic.

Mr. Stefan Bruhn (Dolby) asked to clarify the sentence on multiple mono without mono spatial metadata. He felt that IVAS is highly efficient, and he did not see why coding multiple mono channels with EVS would be part of IVAS design constraints. He noted that the EVS payload format already allows transporting various instances. Mr. Jon Gibbs (Huawei) noted that this sentence was proposed by NTT or Panasonic; he commented that IVAS will be a superset of EVS, and what is possible for EVS will also be possible for IVAS.
Mr. Stefan Bruhn (Dolby) commented on the list of mono bit rates missing, and he asked to explain why AMR-WB IO bit rates were missing. Mr. Jon Gibbs (Huawei) confirmed that AMR-WB IO were not listed and he indicated that IVAS was rather an EVS Primary extension rather an AMR-WB IO extension, and he did not see that this is mandatory to include AMR-WB IO modes.
Mr. Stefan Bruhn (Dolby) recalled that EVS includes two major operating modes (Primary and AMR-WB IO) and he stated that it would be illogical to keep only Primary modes to ensure full interoperability. Mr. Jon Gibbs (Huawei) stated that this was an option. Mr. Stéphane Ragot (Orange) stated that it would be a big mistake to remove AMR-WB IO and he commented that there seems to be a wrong understanding about EVS modes, he recalled that AMR-WB IO modes are always included when EVS is negotiated at SDP level.

Mr. Jon Gibbs (Huawei) did not want to affect the support of AMR-WB IO for EVS, but he emphasized that IVAS is not a means to provide multichannel immersive capability to AMR-WB. He stated that Huawei is against that enhancement, and it was time to make a break and EVS Primary modes should be the basis for IVAS. He did not want to open the door for IVAS to be an AMR-WB extension.
Mr. Stefan Bruhn (Dolby) asked what would be the status in several years when IVAS is widely deployed and EVS has reached wide deployments. He stated that IVAS will not replace EVS, there will be in terminals EVS and IVAS, and IVAS also contains EVS.

Mr. Stefan Doehla (Fraunhofer) had concerns with other mono modes in EVS, he stated that this might stall the EVS deployments, and he did not think one should create this uncertainty. He preferred to have a clear message that the EVS standard created by 3GPP is well supported, and he suggested trying to make a clear statement that EVS is the codec for now and not wait for IVAS. He asked how to ensure that this concern will be understood by industry if there are competing codecs.
Mr. Stefan Bruhn (Dolby) referred to previous arguments motivating that new mono modes are used for conferencing, he commented on the issue of performance inferior to EVS modes and he stated that these modes would not create any competition against EVS modes. He clarified that Dolby was always clear that new bit rates would not compete with EVS mono rates. He commented that after several years from now a terminal manufacturer would have to license both EVS and IVAS.
The EVS SWG Chairman summarized that there are several proposals in discussions: 1) EVS shall be part of IVAS but without AMR-WB IO, 2) everything from EVS including AMR-WB IO is in IVAS, 3) new mono modes are included and added, 4) not everything from EVS could be the basis for IVAS. He asked what the group could agree and suggested having some editing.

Mr. Jon Gibbs (Huawei) supported the idea of offline discussions.

Mr. Sang Bae Chon (Wilus) commented on the proposed margin for angular error and he asked if there is any specific way to define the margin on angular error. Mr. Jon Gibbs (Huawei) clarified that after receiving an indication that the user head is pointing to a particular direction it may not be possible to point to that angle.

Mr. Stefan Bruhn (Dolby) asked if the angular accuracy was an aspect of design constraints or rather performance requirements. He stated that the proposed requirement on motion to sound latency would apply only to modes that require head rotations. He commented that various applications do not fall in this category and there would also be modes that do not require head tracking.

Mr. Stéphane Ragot (Orange) asked why the renderer delay is separated from the decoder delay and he stated that a global delay budget would provide codec proponents with design choices to find the best tradeoff. Mr. Jon Gibbs (Huawei) stated that end-to-end algorithmic delay is orthogonal to rendering delay. Mr. Stéphane Ragot (Orange) commented that the render delay is part of the end-to-end chain. Mr. Jon Gibbs (Huawei) commented that for the VRStream case, users would see if the audio scene moves sufficiently quickly when they move their head, which is orthogonal. The EVS SWG Chairman stated that there may by several delay constraints in one box or several boxes related delay.
Mr. Stéphane Ragot (Orange) asked why relate the render delay constraint to angular accuracy and he noted that there might be HRTF interpolation. Mr. Jon Gibbs (Huawei) stated that a margin of error is needed; otherwise the algorithmic delay is infinite if one cannot reach a certain elevation. He added that one needs to set a limit on motion to sound delay before setting performance requirements. 

Mr. Stéphane Ragot (Orange) commented on the proposed lower bit rates for multichannel/object/scene-based audio and he requested to put the lowest ones (at least 13.2 to 24.4 kbit/s) in brackets, and he stated that some verification is needed to check what is feasible in terms of quality to avoid getting in the service some bit rates that would not meet sufficient quality. He also commented on the proposal to have embedded stereo modes for conferencing, and he noted that switching of EVS bitstreams has never been tested and may cause quality artifacts. Mr. Jon Gibbs (Huawei) clarified that the text on embedded stereo came from NTT, and he acknowledged that switched situation needs some work to validate it. He clarified on lower bit rates that for SWB or FB in EVS the group did not actually specify at what rates specifically these capabilities were defined. He stated that whether ambisonic at 13.2 kbit/s is not in this proposal and this would come from the performance requirement document.
Mr. Andre Schevciw (Qualcomm) commented on the proposed motion to sound algorithmic delay, he requested to specify what is meant by algorithmic delay and whether this involves decoding, buffering, filtering for HRTFs. He invited to bring up some description of what is included. Mr. Jon Gibbs (Huawei) clarified that no decoding is included and if the user head moves, those samples will be going out to decoder, the delay (after which filters change) is proposed to be limited by 20 ms. He clarified that this delay is related to updating HRTFs, not to the codec.
Mr. Stefan Doehla (Fraunhofer) also commented on the renderer motion to sound aspect, and he l struggled to see how this would be measured to check whether design constraints would be met. He did not see how to check the accuracy in a binaural sound. He understood the basic idea to ensure that some head tracker data is applied in a timely fashion but he was not sure about the proposed phrasing. Mr. Jon Gibbs (Huawei) stated that, when the user's head moves, the audio, group delay of HRTFs will take effect, and this can be characterized easily given the accuracy of HRTFs and how quickly interpolation is done.

Mr. Sang Bae Chon (Wilus) stated that typically the rendering motion to sound algorithmic delay is not something measured but it is more calculated. He explained that when using the Fourier transform to convolve HRTFs, with an FFT length of 1024 and overlap of 512, the algorithmic delay of 512 will add up to the group latency of HRTFs, so the summing up gives the motion to sound delay. He noted that if time-domain convolution is used with FIR there is no latency from the convolution. The EVS SWG Chairman stated that this is a sort of design constraint and a candidate can have a delay less of this constraint, so there is no penalty if using less.
Mr. Nils Peters (Qualcomm) pointed out that the proposal only mentions azimuth/elevation, and roll was removed. Mr. Jon Gibbs (Huawei) stated that roll could be added.

Mr. Stefan Doehla (Fraunhofer) asked what is the expected speed of movements, and he did not expect 180 degree of head rotation in 20 ms. Mr. Jon Gibbs (Huawei) clarified that the proposal did not mention how large excursion was.

Mr. Andre Schevciw (Qualcomm) stated that everything is decoded already and the proposal brings an extra requirement; he added that, if head tracking is integrated in the decoding process, one needs to see what is included in the algorithmic delay, as it affects a bit the architecture of IVAS. Mr. Jon Gibbs (Huawei) stated that the architecture has put the render in separate box. He added that the render has to be able to respond fast enough, need to be able to meet this response time, otherwise the motion to sound may get the user sick.
Mr. Andre Schevciw (Qualcomm) stated that 20 ms is not the level of motion to sound, and one needs to leave leeway for the detection of motion, the transmission of that motion to the renderer, and an implementation margin within the renderer. Mr. Jon Gibbs (Huawei) stated that the proposal is to ensure a response that is fast enough, and one noted that one needs to have a portion of that delay beyond IVAS.
Mr. Stefan Bruhn (Dolby) asked if the requirement on motion to sound delay was not part of LiQuIMAS. Mr. Jon Gibbs (Huawei) stated that this is for IVAS and the link to LiQuIMAS is not relevant.

Conclusion:

S4-180447 was noted.

Mr. Hiroyuki Ehara presented S4-180461 Comments on IVAS-4 (design constraints) concerning the interoperability with EVS codec, from Panasonic Corporation and NTT
Comments / questions:
The EVS SWG Chairman suggested that this proposal should go in the offline discussions on EVS interoperability.
Mr. Stéphane Ragot (Orange) noted that the wording 'EVS IO modes' may be confused with EVS AMR-WB IO modes while here it referred to IVAS modes interoperable with EVS. He asked if the EVS-interoperable modes in IVAS would be required to be bit-exact or if EVS modes could be potentially modified in the way AMR-WB IO modes were a modified version of AMR-WB.

Mr. Hiroyuki Ehara (Panasonic) clarified that this was a conceptual comparison for a part of IVAS solution and this contribution does not propose any specific implementation of EVS IO modes. He stated that from past contributions it seems that bit-exact implementations was a reasonable proposal for this type of EVS IO operation and the sources assumed bit-exact operation.
Mr. Stefan Bruhn (Dolby) noted that the conclusion is addressing many points. He commented that this conclusion suggests that new mono modes are difficult to agree and a new WI should rather be used to standardize new mono modes. He stated that Dolby's proposal is to provide new mono modes for particular use cases. He added that the EVS codec contains various coding tools that should be reused to come to new low-complexity modes, and a new WI is not necessary and the new modes are rather well covered by the existing IVAS WID. He commented on the last bullet and clarified that Dolby's view is that some kind of embedded scalability is a good idea for certain modes but this should not be a requirement for all modes. He stated that, if w this was introduced as a requirement for all modes, this would be a serious constraint and compromise coding efficiency.
Mr. Jon Gibbs (Huawei) stated that it was helpful to understand Dolby's view about new mono modes, and to which extent these new mono modes replicate existing features of EVS. He asked to clarify the bit rate range for these new modes. Mr. Stefan Bruhn (Dolby) clarified that the range could start from 24 or 32 kbit/s and upward, since this would rely on low-complexity and memoryless operation if possible. He stated that there are technologies suitable for this in EVS, by reusing EVS MDCT coding modes in a suitable way. He stated that it should be possible to enable rate adaptation of these modes to existing modes at lower rates in case a terminal would move to fully covered areas. He added that these modes in some cases would be used in a framework together with existing EVS modes. He stated that gains from low-complexity are for providers of managed conferencing services to have an efficient implementation, which is very scalable to large volumes.
Mr. Jon Gibbs (Huawei) asked how many bit rates would be defined. Mr. Stefan Bruhn (Dolby) clarified that a previous Dolby input proposed 3 bit rates like 24, 32, and maybe 48 kbit/s.
Mr. Tomas Toftgard (Ericsson) commented on the fact the new mono modes would be integrated with existing ones, and he asked how this would affect the system dimensioning if higher complexity modes are allowed.  Mr. Stefan Bruhn (Dolby) clarified that certain statistical assumptions are needed on the average rate usage, and in many cases where bit rate is not limited it would be easy for the operator to use higher bit rates, giving gains in the conferencing server to run with low-complexity. He added that certain percentage of UEs in rural area may operate existing EVS modes, and for the conferencing server there would be a smaller percentage of connections to be transcoded with higher complexity. He commented that it would not cause severe problems for networking dimensioning and provide good possibility for the conference server.  Mr. Tomas Toftgard (Ericsson) asked if there would be significant gains to have these modes. Mr. Stefan Bruhn (Dolby) recalled that a previous input has shown that a conference server would have to connect to various other systems, like PSTN where there is transcoding in any case, and he believed that overall there are still significant gains from low-complexity modes.
Mr. Hiroyuki Ehara (Panasonic) explained that in previous offline discussions it was clarified that this low-complexity mode is limited to bit rate ranges for conferencing use, then for example if an operator system only supports EVS at lower bit rate and not at bit rates currently proposed for low-complexity mode, in this case, higher bit rate low-complexity modes are addressed for VoIP data, rather than for speech conversational mode. He stated that, in this case, bitstream is addressed in as a data connection and a different application, and this is why this can be addressed a new WI scope. He understood that higher bit rates have a merit with mixing conference bridges but did not see any advantage to included both EVS lower bit rates and middle range bit rates in the same IVAS codec.
Mr. Stefan Bruhn (Dolby) regarded the IVAS codec as really an enabler for various service flavors, which are different from telephony, like VR streaming immersive conferencing services. He stated that this enabler is provided for an operator to set up such a service, if an operator concludes that the service offering shall be immersive conferencing with large scalability, then it should be possible to offer this. He believed that it was possible to limit the use of conferencing modes selected by operator.
Mr. Stefan Doehla (Fraunhofer) commented that IVAS is meant for immersive services, but the discussion is always focused on mono modes, and he wondered if the discussion was addressing immersive or legacy services. Mr. Stefan Bruhn (Dolby) commented that the target is immersive services, but one is interested to see some kind immersive up/down streams, in practice most likely for near future that the up stream would be encoded in mono, mixed in a conference server, spatialized then conveyed in immersive form to the receiving client. He stated that in long term on would like to see immersive capture, but this will not happen by day 1. 

Mr. Hiroyuki Ehara (Panasonic) asked if the conferencing mode is just for bit rates higher than 24.4 kbit/s. He noted that this will not provide low bit rate teleconferencing system. Mr. Stefan Bruhn (Dolby) explained that one would have to see, but for immersive modes the goal is to have low complexity modes for conferencing. He added that for design constraints there should not be anything preventing anyone offering low-complexity modes. He commented that, to make this work, there would be rate adaptation principles allowing to go to more complex, high efficiency modes, and there would not be 3 silos with immersive telephony, immersive conferencing and VR streaming modes that would be separate. He stated that one has to see in what good way modes are interconnected if rate adaptation is used, and one could see this as one codec that is flexible enough to be used in different kinds of services, not 3 codecs or 3 profiles.
Mr. Hiroyuki Ehara (Panasonic) asked if low-complexity modes would be defined at a higher bit rate (48 kbit/s or higher). Mr. Stefan Bruhn (Dolby) pointed to a previous input from Dolby where higher rates are seen as applicable to streaming applications, even for EVS high bit rate modes. He stated that rates above 24.4 kbit/s are not so much used and he thought that EVS modes at higher rates would be used for streaming services.
Mr. Jon Gibbs (Huawei) asked how this would work in 3GPP context, if one gets a call with UE with low-complexity conferencing modes and goes to poor coverage, below 24.4 kbit/s with higher delay. He noted that when dropping down to an EVS rate, speech going to bridge and from the bridge has to be transcoded, and delay will go up, then UE will emerge back in good coverage, and he asked what rate would be used and whether the UE would go back to low-complexity modes. Mr. Stefan Bruhn (Dolby) hoped that there are rate adaptation mechanisms in place that allow switching between these modes in a way most suitable from a network perspective. He stated that this is really part of the WI, and one need a kind of idea before coming with technical solutions. He stated that the codec architecture for low-complexity modes is very similar to what is in EVS for MDCT TCX or HQ modes, where it is can be seen that switching is possible to other modes, using ACELP. He did not see why it would not be possible to switch from low-complexity modes to other ones.
Mr. Jon Gibbs (Huawei) did not see it as a problem for EVS, but for bridge, to make it easy to produce high capacity bridge. He noted that a bridge would also be capable to use EVS calls at low bit rates, which will happen when the UE will be in poor coverage. Mr. Stefan Bruhn (Dolby) explained that coding delay not addressed, and in any case a JBM would be used and should be able to cope with delay changes. He added that for complexity, one would see a scaling gain in a more statistical average.
The EVS SWG Chairman summarized that sufficient questions and comments were collected and suggested to take this input into account in off-line discussions.
Conclusion:

S4-180461 was noted.
Mr. Lasse Laaksonen presented S4-180462 On spatial metadata for IVAS spatial audio input format, from Nokia Corporation
Comments / questions:

The EVS SWG Chairman noted that this document is for discussion, and there was no proposal to include wording in design constraints.
Mr. Hiroyuki Ehara (Panasonic) asked if there is any problem if this data is transmitted as part of codec parameters and not metadata. He commented that parameters seem to be some kind of encoding parameters, and he had no strong position on which parameter should be defined. Mr. Lasse Laaksonen (Nokia) clarified that these parameters can and should be compressed by the IVAS codec, and he clarified that the associated bit rate is in the order of 50 kbit/s, which is a high number of bit rate operation. He emphasized that the point is not to have as input a compressed representation but to enable very high quality, and the bit rate at which the input should be encoded depended on the coder designer.
Mr. Stefan Bruhn (Dolby) asked if the time/frequency subframes were time/frequency tiles, so that one could associate each tile to a set of parameters. Mr. Lasse Laaksonen (Nokia) confirmed that this was the case.
Mr. Stefan Bruhn (Dolby) stated that the general direction of MASA is very interesting to enable something that would allow capture from microphones placed in non-perfect positions on a mobile phone. He stated that this is something relevant but wondered to what extent one should require to specify a specific metadata format. He stated that one approach could be to specify input signals and signal scenarios to allow proponents to come up with a suitable MASA format parameterization; he asked to what extent one could require proponents to use such a specific format. Mr. Lasse Laaksonen (Nokia) stated that there should be no concern that proponents are limited, and Nokia would like to define a very generic and common set of parameters that would allow various approaches in microphone processing. He explained that it would be possible to have several modes in metadata; for example, one specific aspect is to support various resolutions for time/frequency representations. He commented that, when it comes to doing the analysis in the codec, that is problematic in several ways, first one needs a good understanding of the device properties; he added that it is not clear what sort of information one should specify at the codec input to derive these types of parameters from the signals as currently in practical device design, these sorts of algorithms are hand-tuned for each device and device configuration. He stated that if this was up to codec designer, that would be a limiting aspect and quality would be limited, but it would be difficult to say by how much. He added that it would be very difficult to foresee the types of devices that will be there in future; so making the analysis in the codec is a huge challenge, and something that will be very difficult for a codec proponent. He added that such analysis would also add algorithmic delay in the codec, and when done outside one can do a lot of analysis in parallel to the processing done in device anyway.
Mr. Stefan Bruhn (Dolby) asked, when parameters are calculated, how many input signals are considered in this example and whether the analysis was simply done on microphone signals or using extra information that would use geometry information from the device or some other knowledge. Mr. Lasse Laaksonen (Nokia) explained that all knowledge that can be derived from device design and specifications can be utilized, even the material of devices and choices of microphones and dimensions of devices, and not only microphone signals.
Mr. Jacek Stachurski (DTS) commented that the proposal of metadata is a great start, and he asked if, whatever is derived, that would be a set that every implementer would have to support, if one would come up with a large set of metadata, and one implementation would provide one set but not all. He asked if, depending on implementation, just a subset of metadata would be transmitted depending on the environment. Mr. Lasse Laaksonen (Nokia) clarified that the idea was that each device implementation (as indicated in figure1) includes mobile capture and microphone processing, and these elements output the format including the metadata; he added that the parameter set used on a device can be a subset of the spatial metadata definition, this is the codec input, for transmission of metadata, and it's up to codec proponent to derive the architecture or the key parameters for each bit rate and kind of input signals.
Mr. Stéphane Ragot (Orange) asked what was the difference between FOA linear and FOA parametric, and whether FOA parametric included metadata and FOA linear did not. Mr. Lasse Laaksonen (Nokia) explained that the two FOA representations are exactly the same up to the rendering stage, and in the case of linear FOA rendering is straightforward while parametric FOA is an analysis based on FOA signal and it does not utilize transmitted spatial metadata.

Mr. Stéphane Ragot (Orange) asked how a codec proponent could have more details like synthesis details and example of signals with metadata to use this format. Mr. Lasse Laaksonen (Nokia) stated that the key question was how to access this data and what we do with this data. He stated that this was still under discussion, and he did not want to disclose all details but understood that description of synthesis is needed to agree on the parameters so that this needs to happen. He clarified for the question of input material that this is problematic in the sense that various solutions are proprietary and it would be problematic to agree as a codec proponent on something that rely on other proponents to provide such input data. He felt that some reference capture based on a known microphone array could be used, and one could run the same analysis at the same signal quality than proprietary solutions achieve. He thought that companies interested in defining this spatial metadata should also be prepared to contribute to this reference implementation.
Mr. Michael Eckert (Dolby) asked about uses cases such as capture live stream, AR, and interactive services, and the impact of algorithms like echo cancellers. Mr. Lasse Laaksonen (Nokia) stated that the use cases relate to everything where capture is made by a mobile device, and one does not know what kind of devices there will be out there and how quickly VR consumer market will grow but he stated that the largest part of the market will be with mobile devices, so one needs to address mobile devices in the immersive space.
The EVS SWG Chairman concluded that the source got comments and would come back on this topic at the next meeting.
Conclusion:

S4-180462 was noted.
Mr. Nils Peters presented S4-180466 On capture formats for IVAS, from Qualcomm Incorporated

Comments / questions:

Mr. Stéphane Ragot (Orange) commented on editorial issues on equations and he asked for the reasons to keep parameters in the [-1..1] range, noting that one could combine spherical harmonics with potentially higher gains than 1. Mr. Nils Peters (Qualcomm) stated that one could assume the input normalization is SN3D, which guarantee that coefficients are in +/1 amplitude range.

Mr. Stéphane Ragot (Orange) asked whether the limitation to have only 8 signals on the audio bus could be removed by the operating system in future, and why there limitation still allowed some metadata in addition to 8 channels. Mr. Nils Peters (Qualcomm) stated that he did not control when the OS provider would change this limitation, and he added that there are lots of legacy devices with this limitation. He stated that it would be fair and safe to consider this channel limitation would stay; he clarified that time stamps and sync words can synchronize metadata, and it does not require another audio channel per se.
Mr. Sang Bae Chon (Wilus) noted that this input addresses a limit to the number of audio input channels, and he asked if there was also any limit on number on output channels. Mr. Nils Peters clarified that the number of output channels is quite often limited to 8 channels, and for the IVAS use case this is an urgent problem to consider this limitation on the input.

Mr. Stefan Bruhn (Dolby) noted that design constraints list channel based audio with the 7.1.4 input format, and he asked how one would see the limitation on number of channels on that point. He added that the way how the input signals is conveyed to encoder is a proprietary area where device manufacturer would make sure that it is provided in a proper way to the encoder. He also asked if there is no risk to make too strong assumptions on proprietary formats. Mr. Nils Peters (Qualcomm) asked what are these proprietary formats. Mr. Stefan Bruhn (Dolby) commented that it was up to the design of mobile manufacturers to represent the signal fed to the encoder. He wanted to see what is feasible or useful in terms of formats and signals accepted on encoder side, to ensure they useful to enable many use cases, to enable lots of IVAS systems.
Mr. Jacek Stachurski (DTS) referred to figure 2 where microphone inputs with 4, 8, 19, 32 channels, he commented that if there is a system limitation of 8 channels one would never get 19 or 32 channels, and HTF would not happen because the operating system would not support more than 8 microphone channels. Mr. Nils Peters (Qualcomm) clarified that the scenario is to have an auxiliary device connected by Bluetooth and with processing. He also clarified that the numbers of channels is based on what exists in the market place, but other numbers are also there. Mr. Jacek Stachurski (DTS) stated that the HTF processing would not be on the device but on a supplementary external device to downmix signals in smart way. Mr. Nils Peters (Qualcomm) stated that if the microphone signals are device specific and not meaningful for IVAS, and one needs some pre-processing steps such as denoising, echo cancelling, so there is always some processing steps, and proposal is that the input of these pre-processing is HTF. Mr. Jacek Stachurski (DTS) stated that the processing and downmix is a possible solution to reduce the number of channels, and he asked why one would propose to put that outside the codec processing. He commented that this could be a part of the codec solution, and he felt that it is little bit counter-intuitive to take the processing step outside the codec and make a separate block. Mr. Nils Peters (Qualcomm) argued that by combining the preprocessing and downmix one can optimize memory, latency, and the domain conversion also increases the quality of the immersive content. He noted that there could be spatial artifacts when going from microphone signals to ambisonic space and this can be optimized by doing stages together.

Mr. Stefan Bruhn (Dolby) agreed that HTF processing is some preprocessing step in order to avoid the limitation where only 8 PCM channels can be used. He stated that this kind of precompression should be followed by a decompression step to the input of the encoder and the encoder could still work on the HOA input format. He commented that HTF processing steps is possible process but there may be various alternatives that manufacturers might choose, and how to compress this format to convey the data over the first bottleneck is proprietary. He noted that HTF is one possible way.
Mr. Jon Gibbs (Huawei) did not think that this proposal was exclusive and the input was more to say the HTF is a solution. Mr. Stefan Bruhn (Dolby) thought that this may replace other formats. Mr. Nils Peters (Qualcomm) clarified that the proposal was not to exclude other formats.
Mr. Stefan Bruhn (Dolby) had concerns for IVAS standardization with the trend to create even more input formats to consider, with channel-based, scene-based, object-based, combination then further constraints such as MASA and HTF. He stated that this would just increase the workload and what to deliver, and he wondered if the way to go would rather be a clean interface with basic, audio input formats to be considered. He felt that this kind of precompression step may be valuable but up to the terminal.
Mr. Stéphane Ragot (Orange) commented that during presentation it was indicated that HTF is being defined in an ETSI standard and he asked to clarify which specification. Mr. Nils Peters (Qualcomm) clarified that the publication of HTF in ETSI TS 103 589 was expected for June.
The EVS SWG Chairman invited to check the proposal.
Mr. Lasse Laaksonen (Nokia) reacted to Dolby's comment suggesting leaving processing to the manufacturer. He stated that this would really sacrifice input quality for the IVAS codec based on internal experiments with MASA format. He agreed that a clean set of input formats is needed but at same time he emphasize that input formats need to be suitable and provide the best possible quality for the IVAS codec. He commented that the Qualcomm proposal is solving a different problem than MASA, as it seemed to be more to reduce the number of input channels to keep the processing load reasonable and possible for a device. He highlighted that the MASA format on other hand is trying to make the spatial audio capture reasonable in quality for a mobile device. He asked if these formats were seen to do the same things or if one could consider MASA and HTF to have two separate lines in design constraints.
Mr. Nils Peters (Qualcomm) clarified that when drafting the proposal it was not clear whether to insert the proposed text in scene-based audio or spatial audio with metadata, as HTF is related to ambisonics. He commented that both formats aim to create quality, and HTF is a time-based approach while MASA is based on a time/frequency tile description, so it might make sense to make two lines.

Mr. Fabian Küch (Fraunhofer) asked if the proposal was to limit up to 8 input channels for HTF or whenever spatial audio with metadata is used Mr. Nils Peters (Qualcomm) clarified that 8 channels are sufficient for HTF. Mr. Fabian Küch (Fraunhofer) stated that this could be addressed in offline editing.
Mr. Stéphane Ragot (Orange) asked how a codec candidate could get access to an HTF format database. Mr. Nils Peters (Qualcomm) stated that he was working with interested parties to provide this information, and he could provide the mathematical format to unfold HTF. He clarified that there was no desire to keep HTF closed and he noted that this is more the opposite because an ETSI standard was created.
Mr. Jon Gibbs (Huawei) suggested splitting input formats into two bullets to add spatial audio, to support MASA and HTF formats.
Mr. Stéphane Ragot (Orange) requested to have more time to have an opportunity to check the HTF format.
Mr. Stefan Bruhn (Dolby) stated that there was no evidence of how HTF works and there was no clear analysis on what are the gains and drawbacks.

Mr. Jon Gibbs (Huawei) proposed to insert the text proposal in brackets in the input format box for spatial audio with data to make people more confortable. The EVS SWG Chairman invited to work offline to provide an input for the next meeting. 
Mr. Nils Peters (Qualcomm) insert to use the proposed text in design constraints. Mr. Stéphane Ragot (Orange) stated that the ETSI specification was not yet available and there was no opportunity to evaluate this proposed format, he stated that it would not be fair to include this format at this stage. Mr. Andre Schevciw (Qualcomm) asked to clarify the reason for any objection. Mr. Stéphane Ragot (Orange) repeated that it would not be fair to insert a format that is not known to all IVAS codec candidates.
Mr. Stefan Bruhn (Dolby) requested to provide evidence next time before HTF can be agreed.
Conclusion:

S4-180466 was noted.

Mr. Stephane Ragot presented S4-180480 API for binaural rendering (IVAS_Codec), from ORANGE
Comments / questions:

The EVS SWG Chairman asked to clarify the intention with 'tbd'. Mr. Stéphane Ragot (Orange) stated that the proposal was left open to discuss if a specific SOFA convention or another format should be used.
The EVS SWG Chairman asked if the proposal could be agreed. Mr. Stefan Bruhn (Dolby) stated that from internal feedback, SOFA is very flexible and very open and it may be too flexible. He stated that the group may still specify SOFA, but he noted that many flavors are developed over time, and it may be hard to achieve the objective. He proposed to formulate the objective that a well-specified interface must be provided, so that someone could supply its own HRTFs. He preferred not to be specific to SOFA to achieve the objective. The EVS SWG Chairman asked to clarify if the proposal was agreeable or if it should be modified. Mr. Stefan Bruhn (Dolby) stated that the first sentence was fine and it is good if the IVAS decoder has a specified interface to provide HRTF for binaural rendering.
Mr. Stéphane Ragot (Orange) commented that the first sentence important but one needs to be more concrete even to allow performing testing of candidates.
The EVS SWG Chairman suggested two options: taking text as it is or put tbd for the interface format.
Mr. Hiroyuki Ehara (Panasonic) stated that the interface will be useful, but he asked if it would be necessary to mandate it. He stated that the interface could be implemented by any implementer if necessary. He asked to clarify the rationale to force to predefine this interface. Mr. Stephane Ragot (Orange) clarified that it is important to ensure that there is this possibility to update HRTFs to avoid the situation of using generic HRTFs that do not fit all listeners and would result in suboptimal performance. He highlighted that 3GPP immersive services would have the opportunity to differentiate from existing OTT services using a fixed filter set.
Mr. Nils Peters (Qualcomm) did not challenge the SOFA proposal but he asked if the interface format could be at a the decoder level. Mr. Stéphane Ragot (Orange) explained that the proposal was open to have both raw filter coefficients and also lower level parameters as in MPEG-H, and he added that a related question is whether the box converted raw filters to low-level parameters would be also specified.
Mr. Jon Gibbs (Huawei) suggested replacing the editor's note and combining it with the proposal. The EVS SWG Chairman noted that this could give a compromise text. Mr. Stéphane Ragot (Orange) stated that the main decision is to have the interface, and the details can be done offline.

Conclusion:

S4-180480 was noted.
The IVAS-4 Editor was tasked to replace the Editor's note on HRTFs and combine with the proposal.
Mr. Stefan Bruhn presented S4-180484 On use case dependent IVAS codec requirements, from Dolby Laboratories Inc.
Comments / questions:

Mr. Jon Gibbs (Huawei) asked if the proposal is to separate design constraints in 3 categories. He commented that the design constrained would be divided according to bit rate range and he noted that the low to medium and medium to high parts are already covered by existing design constraints. He noted that the value added by separating out design constraints for the area of spatial conferencing that is not addressed.
Mr. Stefan Bruhn (Dolby) clarified that what is proposed in not to change design constraints, but to take a sensible approach to structure what was already agreed. He stated that it did not make sense to take the lowest bit rate of 7.2 to provide 3rd order HOA. He clarified that the request is to introduce more structure to make clear what kind of use case is addressed for specific sets of bit rates. Mr. Jon Gibbs (Huawei) stated that the proposal is sliced by bit rate, but it could be sliced in any dimension such as algorithmic delay, complexity, etc. Mr. Stefan Bruhn (Dolby) confirmed that complexity may be used in the same way and he stated that one should understand what kind of design constraint is relevant for what kind of use cases. He clarified that low-complexity operation is important for conference services, and there would be operating modes that would address different use cases. He did not think one could have a monolithic design that is the same time for low complexity modes and 3rd order ambisonic at all bit rates. He stated that the IVAS codec has to be tuned to different dimensions.
The EVS SWG Chairman stated that this table would have to be converted in a suitable format that goes into design constraints, according to bit rates or some other criteria. Mr. Stefan Bruhn (Dolby) clarified that this was not the proposal but this would be one way to structure design constraints.
Mr. Jon Gibbs (Huawei) invited some offline discussion on how to accommodate this spatial conferencing use case as part of design constraints. He stated that one problem with the complexity aspect is that complexity refers to the way to do manipulation in the conference bridge rather than the traditional encoder/decoder itself. Mr. Stefan Bruhn (Dolby) confirmed that one possibility is LC encoder and decoder, if decoding to PCM domain, if mixing in PCM, it would be LC, is to allow mixing in some other domain, without doing the full decode in PCM, and this would be to address the need to enable low-complexity mixing.
Mr. Peter Isberg (Sony) asked if there would be such problem with complexity in conference bridges in future. Mr. Stefan Bruhn (Dolby) clarified that Dolby has experience with conference servers based on Dolby Voice, and complexity is really the cost factor to allow scalable conference systems that support many simultaneous channels, and this is the driving cost factor for service providers. Mr. Peter Isberg (Sony) commented that a battery-operated device can take a codec like EVS. Mr. Stefan Bruhn (Dolby) stated that some mixing servers can support 2000 or 4000 simultaneous channels, and low-complexity modes would not be addressing a need for terminals. Mr. Peter Isberg (Sony) was surprised to see this problem if one can do EVS coding/decoding in a battery-operated device.

Mr. Michael Eckert (Dolby) stated that in a conference bridge, there can be few thousands conversations, with connections using G.711, G.722, OPUS, EVS, etc. and the biggest cost is to transcode between codecs. He commented that in a heterogeneous environment, the dominant complexity is from opus to EVS, and the cost of EVS connections like OPUS in the order of 4-8x G.722 connections. He emphasized that the end user does not care about r/d curve, but more on bandwidth and the number of simultaneous calls on the conference bridge. He noted that there may be packet forwarding but for calls with G.711 there is no mechanism to avoid transcoding. Mr. Peter Isberg (Sony) commented that the proposal was addressing a total system supporting a bridge. Mr. Michael Eckert (Dolby) commented that EVS could shrink the number of connections to 100, which could limit the maximum number of users in a room that may require 500 connections.

Mr. Jon Gibbs (Huawei) stated that one may have 100 DL EVS users but not 100 mixing operations. Mr. Michael Eckert (Dolby) noted that there can be one person talking and up to 8-10 channels of interest, however due to the need to maintain states, it would not be a single encode. He emphasized that complexity has a significant impact on the server capacity.

Mr. Stefan Doehla (Fraunhofer) stated that the feature is understood and he invited to bring numbers for savings and how many connections can be operated. He noted that in an heterogeneous environment there may not be benefits. He stated that the scenario assumes that everybody would operate on IVAS; nobody would use EVS, opus or other codecs. Mr. Michael Eckert (Dolby) commented that G.711 represent a lot connections but one could construct a use case where only IVAS is used. Mr. Stefan Doehla (Fraunhofer) emphasized the need to balance the increased burden for IVAS to support the feature vs. the benefit for an operator to use this low-complexity mixing.
Mr. Stefan Bruhn (Dolby) explained that the footprint on the codec for this kind of functionality could be slim, and there should not be concerns that in the end one would create a monster. He stated that the group should be interested in reusing as much technology as possible with tools of the EVS codec. He stated that no one can say how the future will look like, but everyone should be interested to create an enabler for immersive conference calls but also immersive telephony and immersive content distribution. He emphasized that the goal was to make a codec very attractive for the market.
Mr. Jacek Stachurski (DTS) asked if the expectation was to have one codec for 3 different problems or 3 different codecs that can seamless switch between modes. Mr. Stefan Bruhn (Dolby) stated that he was not promoting 3 different codecs or profiles. He added that the codec operations shall be tightly connected; he took the example of spatial conferencing with target bit rate for low-complexity modes down to 24 kbit/s and he noted that if the UE runs into an area with poor coverage it would have to switch to low bit rate modes, with mode switching. He highlighted that the concept is not new, and even in EVS no one challenges that EVS is a single codec even though some terminals may not implement the full EVS codec or not use bit rates above 24.4 kbit/s.

The EVS SWG Chairman stated that if a medium bit rate is picked one could have 3 different design constraints for the same bit rate, and he asked how it works. Mr. Stefan Bruhn (Dolby) took the example of 24 or 32 kbit/s, he stated that for spatial conferencing one could consider some kind of spatial input format like FOA, but it may not possible at that rate; one might hope to do something more advanced for content distribution to separate from the telephony mode at this rate; he added that this may not be typical rate for spatial telephony, which already too high; he noted that the telephony mode would be allowed to consume more complexity and be more efficient.
Mr. Hiroyuki Ehara (Panasonic) stated that he has problems to fully understand this proposal. He commented that for the stereo spatial telephony use case with a bit rate range from low to medium, mono is EVS, from an IVAS point of view this is not profiling issue, but from an EVS codec point of view point it seems that EVS might be profiled in low to medium bit rates and higher bit rates of EVS are not kept, which could be some kind of profiling of EVS. Mr. Stefan Bruhn (Dolby) clarified that Dolby is not interested in profiling EVS, and the EVS codec will be included in IVAS codec. He wondered if there could be a design constraint to give full guarantees that this could never happen, but he noted that if someone else wanted to profile the EVS codec this might happen. He invited all parties involved to work to avoid profiling.
Mr. Jon Gibbs (Huawei) stated that spatial conferencing was similar to channel aware mode, where at 13.2 kbit/s there was slightly different versions of the codec. He stated that spatial conferencing probably occupies similar parallel operation at certain bit rates for particular situations. Mr. Stefan Bruhn (Dolby) agreed with this view.
Conclusion:

S4-180484 was noted.

Mr. Imre Varga presented S4-180516 DRAFT Letter of Intent for IVAS Selection Phase, from EVS Chair
Comments / questions:

The EVS SWG Chairman explained that in the IVAS time plan it is scheduled to start discussing the LoI for selection phase for IVAS codec at this meeting. He clarified that this text is the same as the EVS LoI except that the amounts were removed;he also noted that for EVS selection phase there were 5 proponents, here it is changed. He invited to take a look at this document and discuss further in July, noting that the EUR amounts are not clear and have to be filled in later.
There were no comments.
Conclusion:
S4-180516 was noted.
The IVAS-4 Editor indicated that he attempted to put something offline, by pulling together all IVAS contributions. Mr. Stéphane Ragot (Orange) preferred to keep the editing of IVAS-4 aligned with the conclusions for each input document and he requested to review this draft version IVAS-4 before closing the session. The EVS SWG Chairman projected this draft version of IVAS-4 and the related discussion box by box is summarized below:
· On sampling frequency and audio bandwidth: proposed text from S4-180447 agreed.
· Audio formats: No change. There was no agreement to include HTF.

· Bit rates:  No change. There was discussion on including AMR-WB IO in mono and keeping lower bit rates for certain immersive modes (e.g. scene-based at 32 kbit/s). It was clarified that 32 kbit/s may be more for stereo.  

· Backward interoperability: The following text derived from a larger proposal was agreed (including brackets on the first paragraph) 
	Backward Interoperability
	Having interoperability with the EVS is an important feature. 

[The full EVS codec algorithm shall be part of the IVAS candidate codec solution. EVS bit-exact processing shall be used when the input to the IVAS codec is a simple mono signal without spatial metadata and should also be applied whenever possible. Exceptions for particular operation modes are [tbd]. Such modes should re-use existing EVS codec functionality whenever possible. Such modes should re-use existing EVS codec functionality whenever possible.  When multiple mono audio channels without spatial metadata are negotiated they shall all be bit-exact with EVS.]

Note 1: When the IVAS codec uses EVS bit-exact operation then features such as AMR-WB I/O mode, EVS SID update rates and 8kHz sample rate support shall be supported.


Mr. Hiroyuki Ehara (Panasonic) commented that it was the first time to see the proposed text allowing exceptions (see text brackets in the above table). He stated that NTT cannot agree on new mono modes, and was concerned about adding additional modes; he requested more time to consider. Mr. Stéphane Ragot (Orange) was OK to go with the text in the first paragraph with brackets inserted and he requested not to include requirements on embeddeness at this stage. Mr. Stefan Bruhn (Dolby) agreed with the request to have the first paragraph in brackets for NTT to have the opportunity to check the compromise proposal.
· New boxes: the following agreed boxes were inserted:
	Interface for binaural rendering
	The IVAS decoder/renderer shall provide an interface to provide [HRTF/BRIR] data for binaural rendering. The interface is [tbd].

[Note: There was some support for this interface to follow the SOFA SimpleFreeFieldHRIR convention - See AES69-2015].

	[Decoder/Renderer Motion to Sound Algorithmic Delay]
	[The maximum algorithmic delay from a detected change in head roll, azimuth & elevation to a binaural sound rendered within +/- [Y] degree(s) of the detected change shall be [20 ms].]


Mr. Tomas Toftgard (Ericsson) asked if the SOFA interface was for the decoder or renderer. Mr. Stéphane Ragot (Orange) commented that the IVAS architecture was not clear. The text eventually was formulated as 'decoder/renderer'. On motion to sound delay, Mr. Stefan Doehla (Fraunhofer) did not understand how this could be measured and if this was at the right place for design constraints and the proposal was only inserted in bracket. Editor's notes at the end of IVAS-4 were all removed except the last one. Mr. Tomas Toftgard (Ericsson) suggested moving the SOFA reference to the related box.
Based on these online agreed online changes to the draft version of IVAS-4, the IVAS-4 Editor was tasked to produce a version of the IVAS-4 P-doc in S4-180605.

Conclusion: S4-180605 IVAS Design Constraints (IVAS-4) - Initial Skeleton, v0.0.4, from IVAS Co-Rapporteur (Huawei Technologies Co. Ltd) was agreed. This Tdoc will go to A.I. 16.1.
6 FS_EVS_FCNBE (EVS Float Conformance Non Bit-Exact)
Mr. Fabrice Plante presented S4-180392 FCNBE Additional Considerations, from Intel, Fraunhofer IIS, Apple
Comments / questions:

The EVS SWG Chairman asked to clarify the wording "an implementation" and he recalled that in the previous telco it was not clear for some people if the proposed thresholds relate to the tested compilers only or other compilers. He understood that the proposal did not extrapolate to other compilers.
Mr. Fabrice Plante (Intel) clarified that the proposal was to establish thresholds and criteria, now there are thresholds based on 99 and max and thresholds are derived based on data with 6 tested implementations, and the proposal applies to any compiler.

Mr. Jon Gibbs (Huawei) commented on the text for inclusion in clause 5.3.3.4, he noted that in clause 5.3.3.3 there is a template for result inclusion in terms of bandwidth, signal types, bit rate, dtx, level, FER profile while the proposed table only covered the bandwidth cases. He understood that conformance would not threshold for input level, dtx, or signal types, etc.
Mr. Fabrice Plante (Intel) confirmed that the table gives the result of MOS-LQO, and statistics of MOS-LQO difference should follow this threshold and an average is computed for A-B, A-C and A-D. Mr. Jon Gibbs (Huawei) stated that an explanation is missing to link clauses 5.3.3.3 and 5.3.3.4 and explain that one averages across all FER profiles, levels, etc. and then apply thresholds and thresholds are not applied on each individual conditions.
Mr. Stéphane Ragot (Orange) commented on the use of overall statistics and he stated that to keep the idea of per-condition comparison from fixed-point conformance, one should not lose the maximum value from statistics. He noted that otherwise one could disable certain tools in EVS or soften their usage, or someone could start optimizing by hand certain code parts after profiling the result of a compiler, and this may not be even detected. He stated that he could commit to check such scenarios if the tool could be provided. 
Mr. Stefan Doehla (Fraunhofer) stated that the other input on proposed loudness tool may address this concern. Mr. Fabrice Plante (Intel) referred to Table 3, where code changes were properly detected but not in bandwidth that were not touched. Mr. Stefan Doehla (Fraunhofer) stated that this method has been presented quite a while a go, and it has been the way results are and there was always the possibility to verify this. He was concerned to get this request now as the group was close to finalizing the TR status.
Mr. Jon Gibbs (Huawei) stated that one issue is to agree on the TR, another issue is to say if the methodology is sufficient to go for a WI. He stated that there are suggestions that POLQA is not sufficient and does not give sufficient confidence. He stated that those concerns need to be addressed, whether in a WI or before the TR is completed.
Mr. Fabrice Plante (Intel) recalled that this was the reason for chapter 5, and conformance is not simply based on POLQA verification. He recalled that the changed seed in a random generator was well detected. Mr. Jon Gibbs (Huawei) stated that the only test that pertains to encoder is MOS-LQO, which is the part that raised serious concerns, and he commented on the tendency to railroad results by providing information on 'this is what it is'. Mr. David Singer (Apple) was open to different ways of doing it. 

Mr. Jon Gibbs (Huawei) commented that tests were on a small number of optimization levels and compilers and extrapolated and one could not say everything will be detected. Mr. Stefan Doehla (Fraunhofer) stated that bringing data was encouraged and it would be helpful if other parties were also contributing. He commented that Intel, Fraunhofer, Apple really tried to address all concerns and resources are limited.
Mr. David Singer (Apple) stated that it would be good to have a plausible but incorrect implementation to help verification. Mr. Jon Gibbs (Huawei) stated that this was Orange's proposal but it was commented it was too late. Mr. Tomas Toftgard (Ericsson) agreed with Orange's view, and he commented that the test focused on global changes to code, and it would be good to check cases when the compiler is changed for certain parts of the code.

Mr. Fabrice Plante (Intel) commented that changes with compilers were studies and it would be a problem to check changes line by line. Mr. Tomas Toftgard (Ericsson) requested to study something different than changing compilers.
Mr. David Singer (Apple) gave the example of mode decision where one could check if the test detects if a wrong decision is made; he stated that thresholds are tight, but he supported the idea to try and build a code.
Mr. Tomas Toftgard (Ericsson) stated that one would not try every code line but have some changes in different code parts. Mr. Fabrice Plante (Intel) stated that tests were conducted changing seed and issues were found; he stated that if people have a good example, he was willing to try and test. Mr. Stefan Doehla (Fraunhofer) asked if there was any particular line of code to check. Mr. Stéphane Ragot (Orange) suggested discussing this offline to check different code changes to be done. Mr. Fabrice Plante (Intel) welcomes the idea to have more data, and he pointed out that some things seem to work and he stated that one could verify with other contributions and examples.
Mr. Imre Varga (Qualcomm) stated that Qualcomm provided several contributions in past meetings, and Qualcomm comments are still valid: for encoder conformance the group is not there at that stage that the proposed method of delta POLQA is fulfilling needs. He stated that encoder conformance needs to be addressed and if the group moves to WI at some stage these problems have to be addressed. He did not want to make an impression from the TR where most things are in brackets that the conformance is good enough for a specification. He also commented that implementations referred to those tested compilers and not to any compiler; he was reluctant to agree on a sort of extrapolation saying that it would work on any compiler due to lack of evidence.
Mr. Fabrice Plante (Intel) stated that this contribution simply presents results with thresholds that can be used. He did not understand the comment about implementations, he stated that the goal is to do conformance, so one takes the reference code and an implementation and the test needs to be robust to this. Mr. Stefan Doehla (Fraunhofer) stated that there was a good sign that the decoder conformance is on good track, and there were concerns about the POLQA tool, this why a loudness proposal is brought at this meeting to increase confidence and that encoder conformance is not just based on POLQA. He stated the one can never examine everything.

Mr. Jon Gibbs (Huawei) welcomed adding more tools to the encoder test. He commented that a loudness tool in a single band is surprising.

Mr. Tomas Toftgard (Ericsson) requested to fix the text saying that the decoder is just based on SNR in clause 5. It was clarified that the decoder test is based on RMS, SNR, SD.
Mr. Fabrice Plante (Intel) clarified that the proposal is to include chap 2.1 because there are no decoder results for exp. d in TR, and it would go in the description of experiment D in clause 6.4.4.  The EVS SWG Chairman projected S4-180262 (latest TR) to show where the changes would be made.  Mr. Tomas Toftgard (Ericsson) asked to complete the text 'SNR criteria' in first part of section 2.1. It was clarified that this sentence would be removed.
Mr. Fabrice Plante (Intel) explained that he would add text in the pCR to link clauses 5.3.3.3 and 5.3.3.4.
There were no comments on the proposed changes to clause 8.

Mr. Fabrice Plante (Intel) clarified that section 5 on the conformance process was proposed for discussion and he suggested including it in the TR. Mr. Jon Gibbs (Huawei) asked to remove the wording 'possibly based on Loudness metrics'. 
Mr. Fabrice Plante (Intel) suggested including tables in Annex. It was clarified that thresholds were applied on the overall case and by bandwidths.

The EVS SWG chairman concluded that Mr. Fabrice Plante (Intel) would produce a pCR to TR 26.843 based on the received comments, and the pCR was allocated to S4-180595.
Conclusion:

S4-180392 was noted. 
Mr. Fabrice Plante (Intel) was tasked to produce a pCR in S4-180595, based on this input and the received comments.
Mr. Stefan Doehla presented S4-180467 Proposed loudness metric for EVS floating point conformance, from Fraunhofer IIS, Apple
Comments / questions:

The EVS SWG Chairman asked if the loudness tool could operate at other sampling rates than 48 kHz sampling and if the tool was an ITU-R tool or a Fraunhofer tool. Mr. Stefan Doehla (Fraunhofer) clarified that the tool could be modified to operate at other sampling rates but to simplify things it was chose to use only 48 kHz; he clarified that this tool was a Fraunhofer implementation of what is described in section 2 of the contribution.

Mr. Peter Isberg (Sony) commented that loudness could be measured in each critical band to see if a human being can detect a just noticeable difference and he noted that here all bands were added together for an overall loudness; he asked why bands are aggregated. Mr. Stefan Doehla (Fraunhofer) stated that Fraunhofer looked at JND metrics, but the PEAQ model seemed more appropriate; he added that it was not the ultimate goal to scale with human perception but analyze two different implementations so the PEAQ was adapted. 

Mr. Peter Isberg (Sony) noted that the PEAQ analysis is used as a level meter, and he asked why use PEAQ and not use ISO 532-1, which can handle time-varying sounds. Mr. Stefan Doehla (Fraunhofer) stated that they looked at PEAQ, which is available and standardized for many years, and the model including e.g. all the aspects in section 2 of the contribution does the job very well. Peter: new 531-1 is for time-varying sounds

Mr. Peter Isberg (Sony) asked if the unit of the N_diff term was sones and he recommended using a ratio of sones, considering how that metric is constructed. Mr. Stefan Doehla (Fraunhofer) referred to the PEAQ standard.

Mr. Peter Isberg (Sony) stated that the scaling factor is not described, and it is necessary to specify at which level presentation is assumed, he proposed to describe the input scale for a given presentation level. Mr. Stefan Doehla (Fraunhofer) clarified that the application is for test vectors and the important measure is to check what differences are; he felt that additional scaling of the input before applying the model would be a complication but would check with the experts at home.

Mr. Jon Gibbs (Huawei) stated that the proposal is a good direction to be going after the POLQA discussion. He supported the concept of comparing two encoders side by side, unlike with POLQA with a reference that is always clean speech. He asked if the tool was tried to compare the fixed-point encoder to the floating-point encoder. Mr. Stefan Doehla (Fraunhofer) clarified that this comparison was not tried, and test vectors were applied to compare to the reference floating-point software. He clarified that many of the reported changes are due to precision, and he expected to see with fixed-point larger difference.
The EVS SWG Chairman asked what was the intention for next steps. Mr. Stefan Doehla (Fraunhofer) clarified that the proposal was to add this loudness metric as a tool to supplement POLQA and to address concerns and lack of confidence from group on POLQA. Mr. Jon Gibbs (Huawei) supported putting this in TR, and he invited more opportunity to work on details. The EVS SWG Chairman assumed that the tool was be put in brackets.

Mr. David Singer (Apple) stated that it was a good idea to adopt this tool and it gave really a possibility of making substantial progress.
Mr. Peter Isberg (Sony) stated that a scaling factor should be included to model the human hearing threshold; he commented that it would be awkward not to know where the threshold is put, and one needs to clarify the assumed presentation level.
The EVS SWG Chairman asked where to include the proposal in the TR. Mr. Fabrice Plante (Intel) clarified that a new clause 5.3.3 could be inserted to describe the loudness tool. Editorial errors in subclause numbering were found in the TR (noting that clause 5.3.3.x was already defined).

Mr. Stefan Doehla (Fraunhofer) commented that the result part should ideally reflect the latest EVS floating-point code to be approved at SA, and the figure with different compilers could be then added. Mr. Fabrice Plante (Intel) suggested adding only the method description.

The SA4 Secretary pointed out that PEAQ is already used in 3GPP SA4 for e-AAC+ conformance. It was noted that this was the full PEAQ method and here only the loudness part was used with modifications (subsampling).

Mr. Jon Gibbs (Huawei) commented that there were multiple versions of section numbers in the PEAQ specification and he stated that the text needs to refer to Annex 2.
The EVS SWG Chairman invited to prepare a pCR offline, taking the text starting in section 2 up to section 4 (up to figure 2).
Mr. Fabrice Plante committed to merge this document in S4-180595.

Mr. Jon Gibbs (Huawei) requested to follow Sony's comment, to make sure that the tool gives a sensible distance measure. Mr. Stefan Doehla (Fraunhofer) supported including the tool in brackets and he asked for agreement to explore this kind of method in the TR. He clarified that this additional metric is a useful method that could address concerns

Mr. Jon Gibbs (Huawei) stated that this method is promising; he supported the conceptual idea of perceptual loudness difference on frequency bands, which was similar to what he proposed several calls ago. He wanted to check that the tool was in the right domain, and not in linear domain, to get some domain that makes sense. Mr. Stefan Doehla (Fraunhofer) recalled that this method is presented to see if one can detect differences between implementations, and one may not need all aspect to get close to perception but just what is sufficient to see the difference between EVS implementations.
The EVS SWG Chairman summarized that it was agreed that text from section 2 to section 4 (up to figure 2) will go in the pCR.
Conclusion:

S4-180467 was noted. 
The pCR in S4-180595 will include text from this input.
Mr. Fabrice Plante presented S4-180581 FS_EVS_FCNBE_timeplan_v0.8, from Rapporteur (Intel)
Comments / questions:

It was clarified that the proposal was to have a telco on May 24 (17:00-19:00 CEST) and to present the TR for information to TSG-SA from this meeting.
The EVS SWG Chairman summarized that the pCR from this meeting will be included in the TR; there will be a telco and the next meeting in Rome to finalize the TR and see how to handle text in brackets.
Conclusion:

S4-180581 was agreed. A telco dedicated to FS_EVS_FCNBE was agreed on 24 May 2017, 17:00-19:00 CEST.
Later, Mr. Fabrice Plante presented S4-180595 pCR to TR 26.843: Additional considerations for FCNBE, from Intel, Fraunhofer IIS, Apple
Comments / questions:

Mr. Stefan Doehla (Fraunhofer) stated that there is a lot of data and he suggested getting a set of executables to test the conformance criteria and run the tests.

Mr. Jon Gibbs (Huawei) understood that POLQA was proposed as a criteria for encoder conformance, and things have changed with MLD, but POLQA was still there as an overall check. Mr. Fabrice Plante (Intel) referred to the diagram in clause 7 with 3 tools (MLD test, decoder test and MOS-LQO verification). 
Mr. Stefan Doehla (Fraunhofer) invited other companies to provide executables to test particular aspects of conformance. Mr. Tomas Toftgard (Ericsson) asked if the proposal was to collect all compilers or all implementation and define these criteria. Mr. Stéphane Ragot (Orange) asked if the conformance tools could be shared for different parties to conduct tests of compilers and code change in a distributed way or if all tests had to go to Fraunhofer. Mr. Stefan Doehla (Fraunhofer) clarified that the proposal was to just provide Fraunhofer with executables and Fraunhofer would run the test; he stated that there are thousand lines of code in EVS and one could not test any combination of code changes. He stated that he did not want a biased evaluation. The EVS SWG Chairman asked what would be the impact of opening the proposed conformance and how testing could be biased. Mr. Stefan Doehla (Fraunhofer) supported collecting test data like items from Qualcomm, to increase confidence in the tool. Mr. Tomas Toftgard (Ericsson) stated that it would be better to have more samples and to run more tests to see how the proposed procedure reacts.
Mr. David Singer (Apple) commented that the Fraunhofer tool cannot be shared and it may be in tuning stage. He stated that the Intel, Fraunhofer and Apple would for sure try ways to make plausible implementations that are wrong.
Mr. Stéphane Ragot (Orange) asked to clarify why it would not be possible to get the tool to evaluate different variants of EVS. Mr. Stefan Doehla (Fraunhofer) stated that the study would never close if one needs to wait for any potential change.
Mr. Tomas Toftgard (Ericsson) supported making the tools available to parties to crosscheck with more samples. He commented that there could be 4000 test executables sent to Fraunhofer for testing and and asked whether that would be okay. Mr. Stefan Doehla (Fraunhofer) confirmed that results could be reported.
It was noted that new sections in the pCR were in brackets.

There were no further comments.
Conclusion:

S4-180595 was agreed.
Mr. Fabrice Plante (Intel) was tasked to prepare the revised version of the TR 26.843 v0.0.5 (allocated to S4-180597) implementing the pCR in S4-180595; he indicated that a draft version of this TR was available in the Drafts folder. He briefly presented the draft cover page, which was agreed online.
S4-180597 Draft TR 26.843 Study on Non Bit-Exact Conformance Criteria and Tools for Floating-Point EVS Codec, v. 0.0.5, from Rapporteur (Intel) was agreed without (complete) presentation. 

7 New Work / New Work Items and Study Items
Mr. Jon Gibbs presented S4-180449 WID on Alternative EVS implementation using updated fixed-point basic operators, from VoiceAge Corporation, Cadence Design Systems Inc.
Comments / questions:

The EVS SWG Chairman asked if the proposal was to keep the Rapporteurship as proposed in this input, which was confirmed.

Mr. Stefan Bruhn (Dolby) asked how to ensure that characterization can be done in an independent way.
Mr. Jon Gibbs (Huawei) noted that there was no funding for this activity, and cosigning companies of the WID would do the listening tests, he was open to reuse and share scripts. He commented that the source code would be available, possibly under NDA or more widely. He added that it would be possible to do independent evaluations, and volunteers would be invited

The EVS SWG Chairman stated that the time plan in S4-180450 gives have some indications on how to handle this source code.
Mr. Tomas Toftgard (Ericsson) referred to TS 26.973 where it is stated that there is some c code inspection, objective and subjective evaluations, and he asked what would be the selection criterion, and how to verify the code can be selected based on these 3 tasks. Mr. Tommy Vaillancourt (VoiceAge) explained that this could be refined in the next meeting cycles, as there will be some objective measures, and there is a plan for subjective tests to verify the quality of cross-cases.
Mr. Tomas Toftgard (Ericsson) stated that the test results would give confidence intervals, and he asked what were the thresholds to be good enough compared to the existing implementation. Mr. Jon Gibbs (Huawei) stated that this up to this group whether there is evidence that the code is equivalent, and there is no hidden decision, as it would be up to SA4 and the evidence will be evaluated by this group.
Mr. Stefan Bruhn (Dolby) asked if there were plans to do any per item checks. He stated that, what the group learnt from discussions on float conformance where similar issues were discussed is whether some objective testing methodology would be sufficient, and there can be outliers for particular items.
Mr. Jon Gibbs (Huawei) stated that this activity was different to float conformance, as the platform and compiler are known and everything is fixed between the current and old basop, only the set of basops is changed, the platform would remain the same, and he did not see a problem with item to item comparisons.
The EVS SWG Chairman stated that the alternative code cannot perform worse than the golden fixed-point reference. He noticed that there are 4 cross-cases in the TR, a) is reference with golden encoder/decoder then b to d) are the other cases, if in one condition there is an outlier, the group would have to analyze it. He suggested defining more clearly this principle.

Mr. Stefan Bruhn (Dolby) asked if it is correct understand that certain parts of the codec are not tested (e.g. FB or NB operation or AMR-WB IO mode not comprehensively assessed). The EVS SWG Chairman recalled that the group worked on the TR, and the proposal was to go with these experiments. He stated that certain parts of code are not evaluated, and he commented that this is not a 1-million euro exercise so the effort is smaller. He stated that supporting companies would potentially volunteer.
Mr. Jon Gibbs (Huawei) stated that he did not feel confortable exposing identities for companies prepared to do some tests, he was open to more objective evaluation to increase the coverage so that all parts of the code is evaluated.
Mr. Stéphane Ragot (Orange) invited to check minutes from the previous meeting in Fukuoka where some companies expressed interest in doing some tests. He requested to align the sources of this document with the list of supporting companies, and he asked to add ORANGE as an additional supporting company.
The SA4 Secretary commented on the bullet 2, and he asked if the intention was to do more tests that what is in the TR. Mr. Jon Gibbs (Huawei) clarified that the idea was to do what is in the TR, and if more had to be done companies would do their best, but he did not want to commit unless necessary. He preferred not to update the WID and he stated that there is some flexibility to go the extra mile to make members content.
The EVS SWG Chairman stated that also companies outside the list supporting companies would be welcome to do some tests. He summarized the changes to be done on this document: Orange to be added, sources to be identical to the list of supporting companies, idea that cross-cases between alternative encoder/decoder and reference encoder/decoder (cases b,c,d) perform not worse than case a. He suggested including the latter change possibly in bullet 1. He asked who could update the WID. Mr. Jon Gibbs (Huawei) and Mr. Tommy Vaillancourt (VoiceAge) volunteered.
Mr. Stefan Bruhn (Dolby) asked to add Dolby as supporting company.
Conclusion:

S4-180449 was revised to S4-180583.
Mr. Jon Gibbs presented S4-180583 New WID on Alternative EVS implementation using updated fixed-point basic operators (Alt_FX_EVS), from VoiceAge Corporation, Cadence Design Systems Inc., Huawei Technologies Co. Ltd, Fraunhofer IIS, Nokia Corporation, ZTE Corporation, Ericsson LM, ORANGE, Dolby Laboratories Inc.
It was clarified that, compared to S4-180449, the list of sources was updated and in objectives, the text in bullet 1 was extended.
Comments / question:

None.

Conclusion:

S4-180583 was agreed. This Tdoc will go to A.I. 19.
Mr. Tommy Vaillancourt presented S4-180450 DRAFT Alt_FX_EVS 1 Project Plan, from VoiceAge Corporation, Cadence Design Systems Inc.
Comments / questions:

The SA4 Secretary stated that it is unusual to have a project plan before WI is approved. He highlighted that the work plan is reserved for 3GPP work plan, and here this should be called a WI status report. He stated that this Tdoc should be noted before the existence of the WI.
Mr. Jon Gibbs stated that the advantage of providing this document for information is to know where dates come from in the LS, and he suggested not reviewing in great details this input. He commented that the practical matter is to show that dates are realistic.
The SA4 Secretary asked to clarify if the intention was to present of the source code in a one-step procedure, as he could not see a proposal to go first with 1.0.0 and then 2.0.0; he noted that the intention was to have 1.0.0 at SA#82.
Mr. Jon Gibbs (Huawei) commented that the C code specification is typically a short document with a cover sheet and the source code attachment.

The EVS SWG Chairman commented that the new specification would be similar to the existing TS 26.442, and most of the work would be to document results. He concluded that the LS to SG12 (see A.I. 4 in the present report) will reflect the idea of this document.
Conclusion:

S4-180450 was noted. 
8 Any Other business
None.
9 Close of the session: April 12, 15:05 (local time)
The EVS SWG Chairman closed the meeting. 
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	Ericsson LM, Fraunhofer IIS, Huawei Technologies Co. Ltd, Nokia Corporation, NTT, NTT DOCOMO, INC., ORANGE, Panasonic Corporation, Qualcomm Incorporated, Samsung Electronics Co., Ltd, VoiceAge, ZTE Corporation
	7.3, 14.11
	
	Agreed
	

	S4-180437
	CR 26.444-0019 Update of test vectors for the EVS codec (Release 13)
	Ericsson LM, Fraunhofer IIS, Huawei Technologies Co. Ltd, Nokia Corporation, NTT, NTT DOCOMO, INC., ORANGE, Panasonic Corporation, Qualcomm Incorporated, Samsung Electronics Co., Ltd, VoiceAge, ZTE Corporation
	7.3, 14.11
	
	Agreed
	

	S4-180438
	CR 26.444-0020 Update of test vectors for the EVS codec (Release 14)
	Ericsson LM, Fraunhofer IIS, Huawei Technologies Co. Ltd, Nokia Corporation, NTT, NTT DOCOMO, INC., ORANGE, Panasonic Corporation, Qualcomm Incorporated, Samsung Electronics Co., Ltd, VoiceAge, ZTE Corporation
	7.3, 14.11
	
	Agreed
	

	S4-180439
	Composite ZIP of proposed EVS Fixed-Point Source Code v12.11.0 / v13.6.0 / v14.2.0
	Ericsson LM, Fraunhofer IIS, Huawei Technologies Co. Ltd, Nokia Corporation, NTT, NTT DOCOMO, INC., ORANGE, Panasonic Corporation, Qualcomm Incorporated, Samsung Electronics Co., Ltd, VoiceAge, ZTE Corporation
	7.3, 14.11
	
	Noted
	

	S4-180440
	Composite ZIP of proposed EVS Floating-Point Source Code v12.10.0 / v13.6.0 / v14.2.0
	Ericsson LM, Fraunhofer IIS, Huawei Technologies Co. Ltd, Nokia Corporation, NTT, NTT DOCOMO, INC., ORANGE, Panasonic Corporation, Qualcomm Incorporated, Samsung Electronics Co., Ltd, VoiceAge, ZTE Corporation
	7.3, 14.11
	
	Noted
	

	S4-180581
	FS_EVS_FCNBE_timeplan_v0.8
	Rapporteur (Intel)
	7.6, 17.4
	
	Agreed
	

	S4-180583
	New WID on Alternative EVS implementation using updated fixed-point basic operators (Alt_FX_EVS)
	VoiceAge Corporation, Cadence Design Systems Inc., Huawei Technologies Co. Ltd, Fraunhofer IIS, Nokia Corporation, ZTE Corporation, Ericsson LM, ORANGE, Dolby Laboratories Inc.
	7.7, 19
	
	Agreed
	

	S4-180584
	DRAFT LS on updated fixed-point basic operators (To: ITU-T SG12)
	TSG SA WG4
	7.4, 12
	
	Agreed
	

	S4-180597
	Draft TR 26.843 Study on Non Bit-Exact Conformance Criteria and Tools for Floating-Point EVS Codec, v. 0.0.5
	Rapporteur (Intel)
	7.6, 17.4
	
	Agreed
	


B.2 Agreed documents (not presented to SA4 plenary)

	Tdoc number
	Title
	Source
	SWG A.I.
	Replaced by
	SWG Status
	SA4 A.I. for Tdocs presented at SA4 plenary

	S4-180595
	pCR to TR 26.843: Additional considerations for FCNBE
	Intel, Fraunhofer IIS, Apple
	7.6
	
	Agreed
	

	S4-180606
	Revised EVS SWG Agenda
	Qualcomm CDMA Technologies
	7
	
	Agreed
	


B.3 Documents with status other than agreed (not presented to SA4 plenary)

	Tdoc number
	Title
	Source
	SWG A.I.
	Replaced by
	SWG Status
	SA4 A.I. for Tdocs presented at SA4 plenary

	S4-180327
	Draft EVS SWG Agenda
	Qualcomm CDMA Technologies
	7
	S4-180606
	Revised
	

	S4-180392
	FCNBE Additional Considerations
	Intel, Fraunhofer IIS, Apple
	7.6
	
	Noted
	

	S4-180446
	DRAFT LS on updated fixed-point basic operators (To: ITU-T SG12)
	Editor (VoiceAge Corporation, Cadence Design Systems Inc.)
	7.4
	S4-180584
	Revised
	

	S4-180447
	IVAS Design Constraints Proposal
	Huawei Technologies Co. Ltd.
	7.5
	
	Noted
	

	S4-180449
	New WID on Alternative EVS implementation using updated fixed-point basic operators (Alt_FX_EVS)
	VoiceAge Corporation, Cadence Design Systems Inc., Huawei Technologies Co. Ltd
	7.7
	S4-180583
	Revised
	

	S4-180450
	DRAFT Alt_FX_EVS-1 Project Plan
	VoiceAge Corporation, Cadence Design Systems Inc.
	7.7
	
	Noted
	

	S4-180461
	Comments on IVAS-4 (design constraints) concerning the interoperability with EVS codec
	Panasonic Corporation and NTT
	7.5
	
	Noted
	

	S4-180462
	On spatial metadata for IVAS spatial audio input format
	Nokia Corporation
	7.5
	
	Noted
	

	S4-180466
	On capture formats for IVAS
	Qualcomm Incorporated
	7.5
	
	Noted
	

	S4-180467
	Proposed loudness metric for EVS floating point conformance
	Fraunhofer IIS, Intel
	7.6
	
	Noted
	

	S4-180480
	API for binaural rendering (IVAS_Codec)
	ORANGE
	7.5
	
	Noted
	

	S4-180484
	On use case dependent IVAS codec requirements
	Dolby Laboratories Inc.
	7.5
	
	Noted
	

	S4-180516
	DRAFT Letter of Intent for IVAS Selection Phase
	EVS Chair
	7.5
	
	Noted
	


B.4 Documents forwarded to SA4 plenary (not seen in EVS SWG)

	Tdoc number
	Title
	Source
	SWG A.I.
	Replaced by
	SWG Status
	SA4 A.I. for Tdocs presented at SA4 plenary

	-
	
	
	
	
	
	


Annex C: List of participants (provided by EVS SWG Chairman)
Brian Lee, Dolby Laboratories; Chamron Ashour, Ericsson; Erik Norvell, Ericsson; Eyal Shlomot, Huawei; Fabian Küch, Fraunhofer IIS; Fabrice Plante, Intel; Frans de Bont, Philips; Frederic Gabin, Ericsson; Harald Pobloth, Ericsson; Hiroyuki Ehara, Panasonic; Imre Varga, QUALCOMM; Jacek Stachurski, DTS/XPERI; Jan Reimes, HEAD Acoustics; Jon Gibbs, Huawei Technologies; Lasse Laaksonen, NOKIA Corporation; Michael Eckert, Dolby Laboratories; Mikko-Ville Laitinen, Nokia; Minjie Xie, ZTE Corporation; Nils Peters, Qualcomm; Paolo Usai, ETSI; Peter Isberg, Sony Mobile Communications; Redwan Salami, VoiceAge Corporation; Tomas Toftgard, Ericsson; Tommy Vaillancourt, VoiceAge Corporation; Sang Bae Chon, WILUS; Stefan Bruhn, Dolby Laboratories; Stefan Döhla, Fraunhofer IIS; Stephane Ragot, Orange; Tomas Toftgård, Ericsson; Walter Nestler, Rohde & Schwarz.

� Imre Varga, Email: ivarga@qti.qualcomm.com
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