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1. Background
In Tdoc S4-180204 "VR QoE Viewport Aspects" presented at SA4 #97, different aspects of viewports were discussed on an overview level. The doc did not propose any metrics, but highlighted the complex interaction between user head movements and any subsequent viewport-related actions.
The current document will elaborate a bit more on some of those aspects, mainly related to the VR player architecture, and how information may be flowing between different player entities.

2. Discussion
The current reference architecture in TR 26.929 is shown below in Figure 1:
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Figure 1: Reference model for VR QoE measurement

While the entities shown certainly are relevant, they are described in a very generic way, and it is not obvious how to relate them to actual parts of a possible implementation. This makes it difficult to understand the information flow between entities, such as how sensor data is handled, what entity is responsible for deciding which tracks to use etc.
An alternative (although OMAF-specific) view of a possible architecture is shown in Figure 2 below:
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Figure 2: OMAF-DASH Architecture (from "VRIF Guidelines", redraw pic?)
In this architecture the responsibilities for the different entities are made more clear, with the VR Application doing the main control, based on sensor data and MPD information. We will use the above architecture to illustrate a possible information flow for a simple use-case.
The DASH data model in Figure 3 below is used as a basis for the use-case: 
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Figure 3: DASH Data Model (based on MPEG m41933 "OMAF Overview", redraw pic?)
As seen in Figure 3, the adaptation sets are the central part for any viewport-related handling of the DASH media. Each adaptatation set covers a certain spatial area of the sphere (signalled in CC), and it may also contain additional information on the relative quality ranking (QR) between the sets. Thus adaptation sets are selected depending on the viewport direction, and within each adaptation set there might be several representations with different encoding bitrates. 
Note that depending on the scenario (e.g. single stream region-independent, single stream region-dependent, multiple stream region-dependent) multiple adaptation sets may be used at the same time, for instance a low-quality low-bitrate full-coverage set used for the full 360 view, and one or more high-quality sets which mainly covers the viewport. In tiled distributions each adaptation set typically contain only one tile, at a certain resolution.


Figure 4 below shows a simplified signalling diagram for a use-case with changes of viewport orientation:
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Figure 4: Simplified use-case signalling
Although very simplified, the use-case illustrates the possible division of responsibility between the VR application and the DASH access engine. The VR application uses the sensor information and the MPD coverage and quality metadata to continously decide which adaptation sets that shall be used. The task of the DASH access engine is to continously fetch the media segments for the selected adaptation sets, while possibly adapting between different representations depending on the bitrate conditions in the network

In this use-case the DASH access engine does not have any knowledge about the viewport orientation, or other viewport aspects such as field-of-view. It only tries to fetch suitable segments for the adaptation sets specified by the VR application, and deliver these for decoding and rendering.

Thus any metrics related to viewport handling must take into accound that on DASH level the concept of a viewport might be unknown. While the example use-case above was based on OMAF, similar examples and observations can likely be produced also for other scenarios.

3. Proposal

We propose that relevant parts of the discussion in clause 2 are included into the TR 26.929. A pCR 
S4-180420 has been drafted with a proposed text.
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